	Name and Neptun-code of the subject:
Signal processing II.         KMEJK6TBNE
	Institute:

Kandó Kálmán Faculty of Electrical Engineering
Instrumentation and Automation

	Credit: 5
Requirement: examination
	Prerequisit: 

KMXJK5TBNE

	Subject leader:

	Lecturer:



	Weekly hours:
	Lecture: 2
	Classroom practice: 2
	Laboratory: 0
	Consultation: 0

	Description of the subject: Understanding typical parameters of stochastic signals, methods of extracting the necessary information out of signals. Introduction to digital processing images.

	

	Lectures:
	Week
	Hours

	Signal transformations (shifting, expansion-contraction in time- and in amplitude-domain) and their effects on energy content of the signal. Moments of the signals (general/central types). Decomposition of complicated signals to sum of elementary signals: complete, orthogonal, normalized system of functions. Inner (scalar) product of vectors and functions, norm of functions, distance of functions, similarity, self-similarity.
	1.
	2

	Processing quantizated signals (types of quantization, quantization noise) Elementary quantizated signals: Haar-signals, Rademacher-signals, Walsh-signals. Sequence of Walsh-signals, Walsh-transformation, Walsh-spectrum. Synthesis of quantizated signals, compressing signals with or without loss of information. Walsh-synthesis of binary signals, Walsh transformation of 2-dimansion signals (digital images).
	2.
	2

	Basic concepts of stochastic signals (realization, ensemble of signals, ergodicity, stationarity, appropriate interval of investigation)
	3.
	2

	Investigation of stationary stochastic signals in amplitude-domain (amplitude-distribution and amplitude-density functions, interpretation, properties, measurements, calculation method)
	4.
	2

	Investigation of stationary stochastic signals in time-domain (auto- and cross-correlation functions, interpretation, properties, measurements, calculation method)
	5.
	2

	Investigation of stationary stochastic signals in frequency-domain (auto- and cross-power density functions, interpretation, properties, measurements, calculation method, Wiener-Chinchin-rules, fast calculation method of correlation functions).
	6.
	2

	Investigation of non-stationary stochastic signals in frequency-domain (short-time Fourier-transformation, alias Gabor-transformation, benefits and limitations).
	7.
	2

	Basics of wavelet-transformation, mother-wavelet, coordinates of time-shift and scale, Heisenberg-uncertainty theory in frequency-tranformation methods, continuous and discrete wavelet-transformation, types of wavelets, effect of moments of functions on result of transformation.
	8.
	2

	Fractal-parameters of stochastic signals (dimension of objects, integer-fractional dimension, types of singularities in functions of time, self-similarity, Hölder-exponent, Hurst-exponent, monofractal-multifractal signals, Rényi-exponent).
	9.
	2

	Statistic parameters of stochastic processes: second-order and higher-order statistic parameters, method of partition-function, of structure-function, method of wavelet-maxima, detrended fluctuations method.
	10.
	2

	Generalized dimension of functions of time, the generalized Hurst-exponent, Legendre-transformation. Applications of fractals in fields of science and technology.
	11.
	2

	Basics of processing digital images (interpretation of pixel, luminosity, standard scales of colour, hystogram, thresholding, Look-Up-Table, edge recognition)
	12.
	2

	Filtering images in image-domain, kernel of filter, linear-nonlinear filtering algorithms. Filtering images in frequency-domain, interpretation of 2D Fourier-spectrum, types of filters.
	13
	2

	Recording images, calibration of a machine-vision system, linearization, types of neighbouring of objects of images, recognition of objects, manipulations of images, compressing images. Applications of machine-vision in manufacturing, in medical fields.
	14.
	2

	
	
	

	
	
	


	
Computer practices:
	Week
	Hours

	Review of MATLAB and Excel language programming.
	1.
	2

	Computer process of statistical parameters of data array (second-order, classical statistics).
	2.
	2

	Elementary parameters of periodic signals of time.
	3.
	2

	Amplitude-distribution and density functions, calculation, representation
	4.
	2

	Calculation of Fourier-spectrum of signals of time
	5.
	2

	Calculation of auto-correlation function of signals of time
	6.
	2

	Interpolation of sampled signal (zero-, first-, second order interpolation). numerical integration and derivation.
	7.
	2

	Calculation of Walsh-transform of digital sequence of time.
	8.
	2

	Continuous wavelet-transform of signal
	9.
	2

	Calculation of Hurst-exponent of monofractal stochastic process.
	10.
	2

	Analysis of multifractal stochastic signal using method of fluctuation.
	11.
	2

	Basic methods of digital image processing.
	12.
	2

	Computer processing digital images.
	13.
	2

	Walsh-transformation of digital images.
	14.
	2

	Requirements:

	Conditions of allowing the examination: regular visit of lectures and execution of computer practices.

Theoretical preparation will be controled at the start of the computer practices.

Examination will be oral type.

Average of marks of the computer practices is included in mark of the examination by rate ¼.


	Compulsory literature:
· Dr. Kohut József: Signal processing II. e-learning text

	Recomended literature:
· Berke-Hegedűs-Kelemen-Szabó: Digitális képfeldolgozás és alkalmazásai (Veszprémi Egyetem Georgikon Kar, Keszthely, 2000.)

· National Instruments: IMAQ Vision Concepts Manual (NI, 2000.)

· Dr. Nagy Vince: Rendszertechnika (kézirat) Széchenyi István Egyetem, 2001.

· https://regi.tankonyvtar.hu/hu/tartalom/tamop412A/2011-0063_15_gepi_latas/ch15.html



