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Abstract: The study of multipath communication technologies is a hot research area today. One natural effect of using multipath communication instead of the single path one is the higher throughput value which will result in a better performance, not only in the usual Internet communication, but also in Big Data centers where the communication infrastructure can appear as a bottleneck point of the system. In this paper, we introduce a new game theoretical model for the evaluation of multiuser-multipath communication technologies. The decision problem for the users (i.e. network clients) is studied in a multipath communication system. We develop a game theoretical model for client payoff maximization, where the decision variables for each client are defined as their path requests. Due to limited hardware performance and limited service capacity, we assume that each client’s payoff depends on other clients’ path requests. We apply the tools of game theory to describe equilibrium behavior of the clients in the given interaction situation. By providing two examples, we show that our model is suitable for measuring payoffs, both in money and in throughput. We also offer possible directions for the further development of our model.
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1 Introduction

1.1 Overview of the Multipath Communication Technologies

The traditional Internet Communication Technology (IP) uses a single communication path between the endpoints in a communication session, since the IP address of the endnode is a part of the socket ID. In the case of multipath routing (see e.g. [1]), when the packet transmission in the Cloud is distributed by routers among multiple paths (in order to decrease the effect of congestion), the endnode uses only one of its interfaces, in the communication session. Thus, a communication session is connected to a single interface of the endnode. The currently used devices (laptops, tablets and mobile phones) usually have more than one network interface: Wi-Fi, 3 G/4 G, Bluetooth, NFC etc. (see Figure 1 below for illustration).

Figure 1
Illustration of multipath-multilink communication networks

The idea of combining available interfaces in one communication session is an important research topic today. The advantage of aggregating the throughput capacity of multiple interfaces is a widely used technology, also in Big Data centers where the communication infrastructure may become the bottleneck point of the overall system’s performance [2]. In the modern Data Center Networks (DCNs) the throughput sensitive large flows can be effectively serviced by using multipath infrastructure background, which can be tuned according to the DCN special requirements (see [3]).

The multipath communication technology is studied in different OSI Layers: The IEEE “Convergent Digital Home Network” working group started the creation of the 1905.1 standard at the Data Link Layer. It is a special implementation of the Multipath technology (it is named as “Multilink technology” in Layer 2, as there is no multihop path in this case [4]). The 1905.1 standard focuses on the throughput aggregation possibility of the different links. The IETF RFC 6824 document “TCP Extensions for Multipath Operation with Multiple Addresses” [5] was published in January 2013. It specifies the extensions of the traditional TCP Transport Layer protocol (named as MPTCP) in order to be able to use multiple paths in one communication session. The aim of the MPTCP specification is to
increase the throughput and the reliability of the TCP communication session. The MPT software library roughly targets as the MPTCP, but works at the Network Layer. One common purpose of the multipath/multilink technology is to aggregate the speed capacity of the different paths/links (i.e. throughput aggregation). Different laboratory measurements show (see [6], [7], [8]) that the multipath technology is able to efficiently aggregate the throughput capacity of the paths. In [6] Paasch et al. introduced an MPTCP based system, which produced a World Record throughput capacity of 50 Gbps by aggregating 6 pieces of 10 Gbps connection paths. Almási and Szilágyi showed an MPT based system in [7] and [8] aggregating 2 and 4 pieces of paths with the efficiency ratio better than 95% in each case.

Lencse and Kovács investigated the aggregation performance limits of the MPT multipath software library in [9] and [10]: The throughput capacity of the multipath system increased linearly with the number of paths using IPv4 (up to the systems’ maximum of 12 paths with speed of 100 Mbps in each physical connection). Using IPv6, the test measurements reached the maximum limit of the aggregation in the same laboratory environment: The throughput of the system increased up to 7 paths, but then no further speed increasing could be seen even when adding more paths to the system. Considering the performance evaluation, this limitation was caused by the hardware. The overall throughput performance remained roughly constant after a special number of allocated paths. It means that allocating more paths to the system did not increase the overall throughput performance.

The performance evaluation of the multipath communication systems, their usability, utilization and consequences is also an actual research area. The utilization of MPTCP according to the client throughput aggregation to the overall network communication system is investigated in Khalili, Ramin, et al. [11]. They analyzed the performance of the MPTCP [5] communication system and in contrast to TCP based communications, they proved that it was not Pareto-optimal. A system is called Pareto-optimal if the improvement of an individual participant’s benefit is impossible without decreasing another one’s. In contrast to MPTCP, MPT uses a different path scheduling algorithm for link aggregation, where Pareto-optimality is not proved, but currently it serves as a basis of further investigation.

Due to the interaction of endnodes and the server in a MPT network, for modeling the overall system utilization, a game theoretical approach is also adequate.

Game theory is fundamental for modeling and evaluating systems in which the overall benefits (payoffs) of the participants depend on their individual decisions. Seminal contributions can be found in [12, 13]. Studying network communication systems by using a game theoretical approach, clients are assumed to choose their path request strategies in order to reach the best overall performance. Applying game theory tools for different network problems takes place frequently, see e.g.
[14], where cooperative and non-cooperative approaches are compared for network problems. Increasing the network capacity indefinitely and letting the routers decide the best path individually may lead to Braess’s Paradox [15]. Braess’s Paradox describes that in certain circumstances in which participants are choosing the best path individually without cooperation, they can actually slow down the network. It concludes that the existence of multiple paths between two nodes in the network in some circumstances can produce worse overall system utilization than using fewer paths.

The overall system utilization investigation using game theory suggests strategies on how to design or use the overall network system. As Lencse and Kovács [9] show, hardware capacity influences the aggregated bandwidth limitation at the client site, it leads us to investigate the overall system utilization further and to use game theory approaches.

A precise mathematical model of the multipath network communication system using game theoretical tools may open the possibility for many investigations related to the overall system utilization. It can be used for instance to investigate and model the path allocation strategies for multipath communication systems according to the client requests and the server interests. Other investigations may also be performed focusing on utilization and payoff interests of the participants of the system.

In this paper we introduce a non-cooperative game-theoretical framework for path allocation in a multipath network communication system to provide an analytical tool for finding the best available path allocation mechanism in the system. We combine a classic game theoretical approach with the multipath network communication system, in which clients aim at increasing their communication speeds by requesting new paths from the server. After defining the model and proving existence of equilibrium, we present two example solutions. In the first, clients are assumed to maximize their monetary payoffs which is defined as a linear combination of their utility of receiving a certain number of paths (expressed in money), and the financial costs for their path requests. The second approach considers the limited hardware capacity of the client and aims at maximizing throughput. Thus, in the second example, the payoff is not expressed as money, but as throughput.

We emphasize that the two examples employ two different, but adequate approaches to model client behavior and therefore, we do not wish to show any preferences. They can be considered as suggestions to understand and solve clients’ decision problem in a multipath communication environment.

We note that our model does not yet take server payoff maximization into consideration, in order to provide clear results on the client site. A possible further research direction includes investigating the server side’s decision problem. However, the server is involved in our model as well, but its role is restricted to allocate paths according to a certain allocation rule.
The main contribution of this paper is to offer a link between game theory and multipath communication systems and introduce a model that is suitable for further studies.

The rest of the paper is organized as follows... Section 2 provides the mathematical specification of multipath communication networks. Section 3 defines the path allocation game for a multipath system, offering a link between multipath communication networks and game theoretical models, where game theory is used to model the decision problem and strategic interaction of the clients in a multipath environment. Section 4 introduces two theoretical game approaches and that match the concept introduced in Section 3. We also provide the equilibrium scenario of the two games. Finally, Section 5 concludes our work.

2 Mathematical Specification of Multiuser-Multipath Systems

We define the following notations for representing the parameters of the multipath communication systems.

- $N_L$: The number of physical links that connect the Node (client) to the Internet.
- $K$: The maximum number of paths used by the multipath communication system.
- $L_i$: The speed (bandwidth) of the $i^{th}$ physical link, which connects the Node to the Internet.
- $U_P$: The throughput capacity of one path (homogeneous system).
- $MPSpeed(k)$: The speed (throughput capacity) of the system aggregating $k$ paths.
- $Aggr(k)$: The aggregation efficiency of aggregating $k$ paths:

$$Aggr(k) = \frac{MPSpeed(k)}{k \cdot U_P}$$

The number of physical links ($N_L$) is limited by the interface number of the Node. As the multipath communication system may include not totally disjoint paths (i.e. paths with common links), the number of paths may be larger than the number of physical links (i.e. $N_L < N_P$) even in the case of efficient aggregation (see [7], [8]).

Of course, the sum of the physical links’ speeds gives a limit for the theoretical maximum speed of the multipath system: $N_P \cdot U_P \leq \sum_{i=1}^{N_L} L_i$. 
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As it was presented in [9], the aggregation needs resources from the Node (mainly CPU). The available resources are limited on the Node:

\[ \text{ResMax}_i: \text{The maximum of the available resources on the } i^{th} \text{ Node.} \]

For simplicity, we may assume that the resource need of aggregating \( k \) paths (denoted by \( \text{Res}(k) \)) is linearly increasing by \( k \):

\[ \text{Res}(k) = k \cdot \text{Res}. \]

For all \( k \) the inequality \( \text{Res}(k) \leq \text{ResMax}_i \) must hold for each client \( i \).

\( \text{PMax}_i: \) The maximal available path the Node can handle according to \( \text{ResMax}_i \). If resources are infinite, then the maximal number of path the system can handle is limited by the bandwidth of the physical link:

\[ \text{PMax}_i = \sum_{j=1}^{N_i} L_j U_p. \]

In what follows, we define a theoretical game framework to analyze Node (client) behavior. Later on, in Section 4 we present two models that are in coherence with the mathematical specification of the multipath communication framework.

3 The Game Theoretical Framework

We define a non-cooperative game theoretical approach for the allocation of paths in the multi-user environment. We give a formal model for Node (i.e. client, household) payoff maximization in a multipath communication environment. The main idea is that each client aims at maximizing its own profit (which we will call payoff in accordance with the game theoretic terminology). The payoff function of a certain node – precisely defined below – consists of a function of the node’s total throughput and a cost function of the requested paths.

In our simplified framework, at the beginning of the allocation process, each endnode announces simultaneously the requested amount of paths. Then, according to an allocation rule, paths are assigned to the endnodes and the payoff functions are evaluated.

3.1 Definition and Assumptions of the Game

The strategic (normal) form of the game is as follows.

**Definition 3.1 (Path allocation game)**

The players are the endnodes which we denote by 1, 2... n. The strategy set of any player \( i \) is given by \( S(i) = \{0, 1, 2... K\} \), where a strategy stands for the (integer) number of requested paths, which can grow up to \( K \). \( K \) stands for the maximum
number of available paths for the whole system. For any \( i \), we denote the requested number of paths by \( k_i \). The payoff function of any player \( i \) is given by:

\[
\pi_i(k_1, k_2, \ldots, k_n) = f_i(k_1, k_2, \ldots, k_n) - c_i(k_i)
\]

where \( f_i \) is the utility of player \( i \) (expressed in money or throughput). Note that \( f_i \) depends directly on the received number of paths, and indirectly – as indicated in the arguments of \( f_i \) – on the requests of all endnodes. Throughout this section, for the sake of simplicity we refer to \( f_i \) as depending directly on the requested amounts of paths. At the same time, \( c_i \) is a cost function of the requested paths of player \( i \).

We note that throughout the analysis we relax the logical assumption of \( k_i \) being an integer in order to create continuous payoff functions. Provided that the solution is not an integer number for a certain player (endnode), we will assume that the endnodes will choose the integer value resulting in the closest payoff level to optimal.

Before giving the solution of the game, we introduce the following assumptions on the payoff functions.

The first assumption is in accordance with the principle of decreasing marginal utility. This principle can also be applied for consumers (endnodes) in the communication environment, as a certain growth in bandwidth is worth more if the initial bandwidth of a user is smaller.

**Assumption 3.2.** For any \( i \), \( f_i \) is strictly increasing, continuous in \( k_i \) on \([0...K] \), strictly concave and twice continuously differentiable on its domain.

The following assumption dictates that if an endnode increases its number of paths requested, then its extra cost is more if the initial request was larger. This ensures that the amount of paths a household needs costs proportionally less than industrial consumption.

**Assumption 3.3.** For any \( i \), the financial cost function \( c_i \) is strictly increasing in \( k_i \), convex and twice continuously differentiable on its domain.

From Assumptions 3.2 and 3.3 it is trivial that the combined payoff function of each player is concave in its own path request variable. We state this in the following corollary.

**Corollary 3.4.** For any \( i \), the combined \( \pi_i \) is concave and twice continuously differentiable in \( k_i \).
If the total number of requested paths is too large, then the server cannot satisfy all needs. We define a rationing (allocation) rule to determine the number of received paths as a function of all path requests for each endnode.

**Definition 3.5.** Rationing (allocation) rule:

For any $i$,

$$R_i(k_1,k_2,...k_n) = \begin{cases} k_i & \text{if } \sum_{i=1}^n k_i \leq K \\ \frac{Kk_i}{\sum_{i=1}^n k_i} & \text{if } \sum_{i=1}^n k_i > K \end{cases}$$

(2)

This means that whenever the sum of requests exceeds the available paths, paths are allocated in proportion of the requests.

We note that according to Definition 3.1 endnodes pay according to the number of their requested paths (and not the received ones).

We also note that whenever the sum of path requests does not exceed $K$, the payoff functions depend only on one variable (which is the client’s own path request).

Finally, we assume that every player is aware of the strategies and payoff functions of all the others. This is in accordance with the assumption that “neighbors” know each other well enough to be able to estimate their needs.

**Assumption 3.6.** For any $i$, the set of players, $S(i)$ and $\pi_i$ are common knowledge.

Our last assumption considers the issue of time. For simplicity reasons we assume that the game is played as a one-shot game, excluding time elapse from the model. A suitable extension of this model to real-life situations is to consider the repeated version of the game.

Now we fix the ordering of actions in the one-shot game.

**Step 1.** Every endnode announces its requested amount of paths simultaneously by sending the need to the server.

**Step 2.** After receiving the needs, the server allocates the paths to the endnodes according to the rationing rule.

It follows directly that the endnodes are not aware of each other’s requests at the moment they have to send their own need to the server.
3.2 Equilibrium of the Path Allocation Game

To find the payoff-maximizing strategy of each endnode, we will employ the Nash equilibrium concept.

According to the definition, the Nash equilibrium players choose mutually beneficial response strategies for each other. (For more about the Nash equilibrium concept, we refer the reader to [16].) For the multipath environment, this means that in equilibrium every endnode is satisfied with its received amount of paths, because none of them would be able to increase their payoff level \( \pi_i \) by ceteris paribus modifying its own request.

In what follows, we cite a useful theorem for the concave games and show that the path allocation game has exactly, one Nash equilibrium in pure strategies. After proving existence, we determine the unique Nash equilibrium profile.

**Theorem 3.7 (Rosen).** Equilibrium of concave games (from Theorems 1 and 2 of [17])

Let us consider a game of \( n \) players given in normal form. If for any \( i \) the payoff function \( \pi_i \) is strictly concave in player \( i \)'s own decision variable, then the game has one and only one Nash equilibrium strategy profile in pure strategies.

The proof can be found in [17].

**Corollary 3.8.** The path allocation game has one and only one Nash equilibrium in pure strategies.

The proof follows directly from the assumptions that for any endnode \( i \), \( f_i \) is strictly concave, while \( c_i \) is convex in \( k_i \).

To determine the single equilibrium of the path allocation game, we use the fact that Nash equilibrium strategies are best responses for each other, thus, for any \( i \), \( \pi_i \) is maximized by the choice of the equilibrium strategy, whenever the strategies of the other players are fixed at their equilibrium levels.

Formally, this means that the one and only one Nash equilibrium profile of the game is implicitly provided as a solution of an equation system of \( n \) equations.

**Proposition 3.9.** The following system of equations provides implicitly the only Nash equilibrium profile of the path allocation game.

\[
\frac{\partial \pi_1}{\partial k_1} = 0; \quad \frac{\partial \pi_2}{\partial k_2} = 0 \quad \ldots \quad \frac{\partial \pi_n}{\partial k_n} = 0
\]  

From the previous result, a question might arise. Namely, for which of the function classes does the above system have an explicit solution? We omit the
mathematical analysis of this problem, as in the following section, we will provide numerical results for different types of payoff functions.

In the following Section 4, we present two approaches to handle client payoff. The first one considers monetary payoffs, while in the second one, payoffs are given in throughput. Both games will match the framework we presented in Section 3, and also the features of the systems defined earlier in Section 2.

### 4 Models of Client Behavior

As defined in Section 3, a participant’s total payoff depends on its (positive) utility and the cost function value. In a multipath communication system a client may use multiple interfaces and logical paths in order to maximize its throughput efficiency. In the case of several multipath communication (MPC) clients being connected to a common multipath capable server that has finite resources (e.g.: limited number of physical interfaces and bandwidth) the server must distribute the resources among the clients by considering their requests. According to this given allocation rule, every client wants to maximize their individual payoff regardless of the others. As described in Section 3, based on the requests sent by the clients to the server, the server distributes the requested resources. The requests can be throughput needs or a number of logical paths that the client wants to use, etc. The sum of the requests may exceed the available resources.

In what follows, a game is defined for two clients as players (1, 2). They send their throughput requests \((R_1, R_2)\), to the MPT server, which calculates the number of paths to allocate to them based on their requests. For simplicity we assume, as previously described in Section 2, that a number of used resources linearly increases by the number of allocated paths distributed to the players. A player, by sending its throughput request and then participating in the game, must consider that other clients send their requests to the server as well. Every client has their own cost function limiting their payoffs. Whenever the server allocates paths from a finite resource that is exceeded by the sum of client needs, in equilibrium, one player’s payoff may increase only by decreasing another player’s payoff.

We note here, that the models presented, can easily be generalized for the more-than-two player cases, using the concept described in Section 3.

The payoff functions are defined as follows:

\[
\pi_1(k_1, k_2) = f_1(R_1(k_1, k_2)) - c_1(k_1)
\]

\[
\pi_2(k_1, k_2) = f_2(R_2(k_1, k_2)) - c_2(k_2)
\]
Here, \( k_i \) denotes the value of request of the \( i \)th player, \( R_i \) indicates the allocation rule used by the server for distributing the paths according to the players’ requests, function \( f_i \) transfers throughput to utility (e.g. expressed in money) and \( c_i(k_i) \) denotes \( i \)th player’s cost function.

If the above payoff functions are used in the framework game defined in Section 3, one and only one Nash equilibrium point exists in the game. In that case the Nash equilibrium point can be determined by finding the only mutual best response strategies of the two players, as described in Section 3. Technically, this means that both players maximize their payoffs taking into consideration the other player’s strategy. Thus, the following system of equations has to be solved:

\[
\frac{\partial \pi_1(k_1,k_2)}{\partial k_1} = 0 \tag{6}
\]
\[
\frac{\partial \pi_2(k_1,k_2)}{\partial k_2} = 0 \tag{7}
\]

To calculate the equilibrium after every request has arrived to the server, we need to find the numerical solution of the equation system defined above.

In what follows, we present two examples with different payoff functions and different focus. In the first one, MPC clients aim at maximizing their individual payoffs expressed in money. This game serves as an example of how an MPC client aims at increasing its payoff related to the throughput it receives, while the payoff is limited by the cost function. In the second game, payoff functions are represented by throughput gains and the cost functions are represented as hardware resource limitations caused by the increasing number of requested paths as investigated by Lencse and Kovacs [9].

### 4.1 Monetary Payoffs

In this subsection we present the analytical solution of a simple, two-player version of the path allocation game. We assume that the capacity of the server is 8 paths (i.e. \( K=8 \)). The payoff functions of the two endnodes are as follows (\( \pi_i \) always consists of a utility function and a financial cost function).

\[
\pi_i(k_1,k_2) = \begin{cases} 
10K \frac{k_1}{k_1+k_2} - k_1^2 & \text{if } k_1+k_2 > K \\
10k_1 - k_1^2 & \text{if } k_1+k_2 \leq K 
\end{cases} \tag{8}
\]
\[
\pi_2(k_1, k_2) = \begin{cases} 
10K \frac{k_1}{k_1 + k_2} - k_2^{3/2} & \text{if } k_1 + k_2 > K \\
10k_2 - k_2^{3/2} & \text{if } k_1 + k_2 \leq K 
\end{cases} 
\] (9)

It is easy to see that the first (utility) part in the payoff function is strictly concave for both players, while the cost part is strictly convex. Therefore, \( \pi_i \) remains strictly concave for both players.

To decide which payoff functions provide the equilibrium, we have to solve the equation system generated by the simpler one and check whether the sum of path requests are below 8 or not. From the latter payoff functions we obtain

\[
\frac{\partial \pi_1(k_1, k_2)}{\partial k_1} = 10 - 2k_1 = 0 
\] (10)

\[
\frac{\partial \pi_2(k_1, k_2)}{\partial k_2} = 10 - \frac{3}{2} \sqrt{k_2} = 0 
\] (11)

It follows directly that in equilibrium, \( k_1 = 5; k_2 = 44 \frac{4}{9} \). The sum of the requests exceeds 8, therefore the former, more complicated payoff functions, should be used to find the equilibrium. Thus, we obtain the following system of equations:

\[
\frac{\partial \pi_1(k_1, k_2)}{\partial k_1} = 80 \frac{k_2}{(k_1 + k_2)^2} - 2k_1 = 0 
\] (12)

\[
\frac{\partial \pi_2(k_1, k_2)}{\partial k_2} = 80 \frac{k_1}{(k_1 + k_2)^2} - \frac{3}{2} \sqrt{k_2} = 0 
\] (13)

We obtain, that in equilibrium, \( k_1 = 3.041; k_2 = 5.334 \). If we require integer values, then the solution is 3 and 5, respectively. This result is seemingly far from that of the former equation system, but we note that the previous solution did not take into consideration the server’s capacity limit. And finally, it does not matter, where the unconditional optimal level lies, if the sum of requests exceeds \( K \). The following table presents the payoff function values of the two players when receiving certain amounts of paths.

Clearly, the only Nash equilibrium point is played if Player 1 requests 3 paths, while Player 2 requests 5 paths. This can easily be justified by analyzing the previous Table 1. Here, at the (3;5) allocation profile, it is in neither of the players interest to alter their strategies individually, while the other player’s strategy remains fixed. This is because neither of the players can increase their payoff by a unilateral modification of her request.
Table 1
Payoff function values according to the number of requested paths of players 1-2

<table>
<thead>
<tr>
<th>k2</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>k1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>16.00;17.17</td>
<td>16.00;24.80</td>
<td>16.00;32.00</td>
<td>16.00;38.82</td>
<td>16.00;45.30</td>
</tr>
<tr>
<td>3</td>
<td>21.00;17.17</td>
<td>21.00;24.80</td>
<td>21.00;32.00</td>
<td><strong>21.00;38.82</strong></td>
<td>17.67;38.64</td>
</tr>
<tr>
<td>4</td>
<td>24.00;17.17</td>
<td>24.00;24.80</td>
<td>24.00;32.00</td>
<td>19.56;33.26</td>
<td>16.00;33.30</td>
</tr>
<tr>
<td>5</td>
<td>25.00;17.17</td>
<td>25.00;24.80</td>
<td>19.47;27.56</td>
<td>15.00;28.82</td>
<td>11.36;28.94</td>
</tr>
<tr>
<td>6</td>
<td>24.00;17.17</td>
<td>17.33;21.47</td>
<td>12.00;24.00</td>
<td>7.64;25.18</td>
<td>4.00;25.30</td>
</tr>
</tbody>
</table>

The following figures illustrate the payoffs of player 1 and 2 based on the previous results.

![Payoffs of player 1](image)

Figure 2
Monetary payoffs of player 1

![Payoffs of player 2](image)

Figure 3
Monetary payoffs of player 2
It is visible from the figures that the discussed game belongs to the family of concave games. This is because, if we fix the number of requested paths for a player, then the payoff function of the other player is concave in its own variable. The only Nash equilibrium lies at the profile of requested paths where both players obtain maximum possible payoffs provided that the other player’s choice is fixed. The importance of Theorem 3.7, lies in the unique nature of the Nash equilibrium profile.

As it can also be seen, the server can calculate the Nash equilibrium point based on the throughput requests the players sent to it, and thus, the server is also involved in the process, as declared in the introduction.

In the following example, we will change the payoff functions and use throughput increases and decreases representing the utility and cost values.

### 4.2 Throughput Payoffs

In the previous example the server calculated the number of paths to be given to the players based on the throughput needs and monetary payoff calculation. Based on the assumptions we argued that multipath communication system path allocation strategy for finite resources can be modeled by game theory and the path distribution is calculated according to the players’ benefits. In the following we create a game between players sharing common limited resources and requests for paths in order to maximize their own throughput capacity, but their overall increases are limited by the hardware capacity they have. The utility is represented by the gained throughput and the cost function is represented by the loss of the throughput, for an MPC client. We use the observation described by Lencse and Kovacs in [9] that the throughput aggregation of a client that uses multipath communication system is limited by the hardware capacity. In this game, the cost function representing this limitation appeared after a certain number of paths. The payoff function increases quasi-linearly according in the received path number, and remains quasi-constant after it reaches its hardware limitation.

A suitable function that represents what we defined in the previous paragraph is defined below as the cost function of the client.

\[
\pi_1(k_1, k_2) = 0.01(p(k_1)U_p - \ln(1 + e^{p(k_1) - PMax})) \\
\pi_2(k_1, k_2) = 0.01(p(k_2)U_p - \ln(1 + e^{p(k_2) - PMax}))
\]

Here, \(k_1, k_2\) represent the number of requested paths of players 1 and 2, respectively. \(U_p\) is the total throughput capacity of the server, which is used by the players. The 0.01 multiplier is used only to avoid large function values. The \(p(k_i)\) in the utility part of the function (14) and (15) denotes the possessed number of paths the \(i\)th player acquired from the server. If the sum of the number
of requested paths \((k_1 + k_2)\) does not exceed the total number of available path \((K)\), then \(p(k_i) = k_i\). If the sum of the requested paths exceeds those available, \(K\), the server must distribute the paths in proportion to the requests originated from the players (we refer the reader to the rationing (allocation) rule defined in Section 3). In that case, \(p(k_i) = \lfloor k_i K / (k_1 + k_2) \rfloor\). The cost function is the throughput loss for the \(i\)th player that happens above a certain number of allocated paths, caused by the hardware limitation of the client. The maximal number of paths the player can handle is determined by \(PM_{Max_i}\). The cost function \(\ln(1 + e^{p(k_i) - PM_{Max_i}})\) is a softplus sigmoid function. This function increases quasi-linearly until a certain point \((PM_{Max_i})\) and then remains quasi-constant. Its usability and the property of being easily differentiable makes this function applicable to represent the hardware limitation that occurs at a certain point, where the MPC client acquires a number of paths that exceeds its limitation.

It is easy to see that the game is concave, as the utility part of each payoff function is concave, while the cost part is convex. Therefore, we can apply Theorem 3.7 and state that this game has again one and only one Nash equilibrium point.

To determine the one and only Nash equilibrium profile of the game, we have to solve the following system of equations.

\[
\frac{\partial \pi_1(k_1, k_2)}{\partial k_1} = \left( \frac{2k_1 + k_2}{K^2} U_p - \frac{1}{1 + e^{p(k_1) - PM_{Max_1}} p(k_1) dk_1} \right)0.01 \quad (16)
\]

\[
\frac{\partial \pi_2(k_1, k_2)}{\partial k_2} = \left( \frac{2k_1 + k_2}{K^2} U_p - \frac{1}{1 + e^{p(k_2) - PM_{Max_2}} p(k_2) dk_2} \right)0.01 \quad (17)
\]

The payoff function of players remains quasi-constant after they acquired the number of paths given by \(PM_{Max}\). That payoff function is applicable for modeling the throughput increases, according to the players path requests, from the server in a multipath communication system. The following illustrates the hardware resource changes, by changing the requested number of paths.

We fixed \(PM_{Max_1}\) and \(PM_{Max_2}\) to both players for 6 and 5 respectively. The throughputs of the players regarding their requests are presented in the following tables and figures. The Nash equilibrium profile is also indicated.
Table 2
Payoff function values according to the number of requested paths of players 1:2

<table>
<thead>
<tr>
<th>k2</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>k1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>19.51;19.51</td>
<td>19.51;28.73</td>
<td>19.51;36.86</td>
<td>19.51;43.06</td>
<td>19.51;46.86</td>
</tr>
<tr>
<td>3</td>
<td>29.51;19.51</td>
<td>29.51;28.73</td>
<td>29.51;36.86</td>
<td>29.51;43.06</td>
<td>19.81;43.06</td>
</tr>
<tr>
<td>4</td>
<td>38.73;19.51</td>
<td>38.73;28.73</td>
<td>38.73;36.86</td>
<td>29.51;36.86</td>
<td>29.51;36.86</td>
</tr>
<tr>
<td>5</td>
<td>46.86;19.51</td>
<td>46.86;28.73</td>
<td>36.86;28.73</td>
<td>38.73;36.86</td>
<td>29.51;36.86</td>
</tr>
<tr>
<td>6</td>
<td>53.06;19.51</td>
<td>46.86;28.73</td>
<td>46.86;28.73</td>
<td>38.73;28.73</td>
<td>38.73;36.86</td>
</tr>
</tbody>
</table>

The following figures illustrate the payoffs of player 1 and 2 based on the previous results.

![Payoffs of player 1](image)

Horizontal axes: numbers of requested paths of player 1 and 2

**Figure 4**
Throughput payoffs of player 1
We can draw the same conclusion as in Section 4.1. As the game is concave, we have only one Nash equilibrium profile of path requests. The payoff functions of both players are strictly concave, if the request of the other player is fixed.

The models can easily be extended to more than two players. As presented in Section 3, the construction of the equation system, leading to the unique Nash equilibrium profile for the game remains the same, for more than two endnodes.

**Conclusions**

These current systems usually have more than one networking interface: Wi-Fi, 3G/4G, Bluetooth, NFC etc. The idea of combining available interfaces in one communication session is a hot research area today. Multipath/multilink technology aims at aggregating speed capacities – i.e. throughputs – of the available paths/links. Different laboratory measurements show that the multipath technology, is able, to efficiently aggregate the throughput capacity of the paths.

Due to the interaction of endnodes and the server in a multipath/multilink environment, we found that a game theoretical approach could also be useful for modeling the overall system utilization. In this paper we introduced a non-cooperative, game-theoretical framework, for path allocation in a multipath network communication system to provide an analytical tool for finding the best available path allocation mechanism in the system. We applied a classical game theoretical approach for the multipath/multilink network communication system, in which clients aim at increasing their bandwidths by requesting new paths from the server.
After a precise mathematical definition of the multipath/multilink environment, we introduced our game-theoretical model. We stressed the use of the Nash equilibrium concept throughout the paper. We showed that the defined game belonged to the class of concave games, ensuring the existence of a single Nash equilibrium strategy profile in the game. Our results were proven to applicable for a wider range of payoff functions. Therefore, we had the possibility to present two different examples to solve a path allocation game. In the first, clients were assumed to maximize their monetary payoffs, which was defined as a linear combination of their utility of receiving a certain number of paths (expressed in money), and their financial cost for their path requests. The second approach considered the limited hardware capacity of the clients. In the second example, the payoff was not expressed in money, but in throughput which can be used also to investigate modeling of Big Data centers’ performance, using multipath internal communication infrastructure (see [2]).

For both games a rationing (allocation) rule was defined. We illustrated the payoff vectors of the two endnodes for different path request combinations, and besides, we gave explanation for the single (unique) Nash equilibrium. The two example models employed two different approaches, to model client behavior, and we did not wish to show a preference to either side. These can be considered as suggestions, to understand and solve clients’ decision problem, in a multipath/multilink environment. Our models can be considered as clear, positive results for client side payoff maximization. A possible further research direction includes investigating the server side’s decision problems. Another direction might include a more exact specification (estimation) of clients’ payoff functions, based on lab experiments.

To conclude, this paper has contributed to multipath/multilink network research, by offering a link between game theory and multipath/multilink systems, and has introduced a model that is suitable for further studies.
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