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Abstract: Application integration is one of the most relevant topics in enterprise computing today. To support Enterprise Application Integration, various algorithms, methods and complex systems are applied. Automated schema matchers support application integration by identifying the semantically related entities of the input schemas. In this article, we present the notion of the cutting threshold problem in schema matching and propose a solution. Our approach incorporates the definition of a threshold function, which is conceptually similar to a fuzzy membership function. We have also redefined the accuracy measures most commonly used for accuracy evaluation of schema matchers. Employing the threshold function, we managed to obtain a 9.85% average accuracy improvement. The introduction of the threshold function also enables the redefinition of the schema matching accuracy maximization problem.
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1 Introduction

Currently, organizations have heterogeneous software components in their system landscapes covering functions like logistics, financial, production, etc. Enterprises aim at having an integrated system landscape, in order to reduce process times and improve information availability, while reducing redundancy. On the other hand, heterogeneous systems tend to publish different interfaces. These diverse interfaces have to be matched before the communication can be launched. The matching of interfaces involves the identification of semantically related schema entities of interfaces. This related entity identification in heterogeneous system schemas is referred to as schema matching [1] and is used to be carried out manually involving a handful of schema matching experts. Needless to say, that this type of schema matching execution is cumbersome, time-consuming and is error-prone. Therefore, efficient automated schema matching solutions are required.
There are many current, published automated schema matching approaches. These approaches can be categorized as follows. The linguistic matcher evaluates the semantic relatedness of textual elements found in schemas. We treat two types of linguistic matchers, based on whether they use external dictionaries, thesauri or ontologies: First, syntactic matchers do not use any kind of external taxonomy, but assess only string relatedness (e.g. common prefix/suffix-based, substring based etc.). Second, vocabulary approaches are linked with various kinds of external ontology, dictionary or thesaurus, like the WordNet [2]. Beyond linguistic matching, another main type of schema matchers is the structural matcher. Structural matchers detect the possible resemblance in the structure of the schema. Most typically, they analyze the ascendant-descendant relations of semantically related nodes in the schemas being compared.

These types of schema matchers are not used on their own and are combined using weights. Practically, every schema matcher provide a similarity value (also called semantic distance), which expresses the relatedness of the entities being compared and subsequently these values are summed using predefined weights. A schema matcher incorporating other matchers is called hybrid schema matcher and is the prevailing type among viable schema matcher proposals.

In order to match schemas, the semantic distance serves only as a basis for classification. Another predefined value, called threshold, is required to decide whether the entities being compared will constitute a match or no (i.e. whether they represent the same real world entity/business object or not): entity pairs obtaining semantic values higher than a specific threshold are treated as “match” while the rest is classified as “non-match”. Consequently, the optimal choice of the threshold is crucial for the schema matching, but it differs from the weights used to combine individual semantic distances.

The performance of schema matching solutions is expressed through accuracy. It is measured using accuracy measures such as precision, recall and F-measure [1]. Precision expresses the rate of real matches among all entity pairs classified as match, recall is the rate of retrieved true matches among all reference matches, while f-measure is the harmonic mean of the former two.

Our first problem (Prob. I) formulation is as follows. The schema matcher weights and threshold should be defined so that all entity pairs be classified correctly. This task is particularly difficult if the two result set (labeled “match” and “non-match”) are near or overlapping. In case of the overlapping the threshold value application may cause accuracy value degradation as the classic accuracy measures (precision, recall and F-measure) assess accuracy based on crisp set membership. Entity pairs near to the threshold are excessively punished/rewarded for being on the improper/proper side of the threshold, however, their classification is not 100% certain according to the relatedness evaluation of the schema matcher. This uncertainty then may lead to a false accuracy feedback of the real schema matcher performance. See the problem in details in Section 3. We refer to this problem as the cutting threshold problem.
There is also another problem (Prob. II), which has encouraged us to conduct threshold related experiments: the non-continuous objective function of the accuracy measure maximization problem. It is treated in full length in [3], where we propose a methodology to optimize the parameters of schema matchers. A subgroup of our parameter optimization techniques comprises the accuracy measure maximization, whereby the objective function is a formula derived from a given accuracy measure so that it contains exclusively the schema matcher parameters (the weights and the threshold). The main drawback of the presence of a constant threshold value is that it makes the objective function non-continuous.

We provide a solution for both of these problems in Chapter 5, by proposing the introduction of schema matching threshold function. In order to be able to validate our idea of how the introduction of a threshold function resolves our accuracy measure maximization related problem (Prob. II), the accuracy measures are also described in Section 4.

This article is divided into six sections as follows. This first chapter provides introductory insight into the problem formulation. The second chapter presents some of the related works. The third chapter proposes a solution for the cutting threshold problem. The forth chapter introduces the reader to our revised accuracy measure maximization technique. The fifth chapter is about the results obtained with the proposed accuracy measures. Lastly, we provide some closing thoughts on the subject.

2 Related Works

In this chapter, we present some of our related work which have inspired us. Many schema matching has been published in the last decades like [4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. The matcher in [6] is a complex schema matcher consisting of three components which are the name similarity, the related term similarity and the attribute similarity. The name similarity is a rough, scoring based similarity assessor. The solution [4] provides context based matching, which is a very efficient technique backed by the WordNet lexical database [2]. Nevertheless, the processes of context based matching increase complexity and there are several parameters to be set before the matcher could perform optimally. The similarity flooding [10] is a key technique which involves the redistribution of concept similarities in the similarity propagation net.

Matching is also involved in [14] where authors provide a solution to reconcile the semantics of structured and semi-structured data. This solution is also geared towards flexibility and knowledge accumulation. Another solution for the matching of ontologies can be found in [15] which has linguistic and structural matching components like many other schema matchers. This solution also makes
use of the above listed lexical database [2]. Another ontology related application can be found in [16] where a special ontology system is proposed, which helps storing fuzzy information. The management of heterogeneous information is carried out using this ontology. A special ontology is introduced in [17] which is closely related to semantic networks and UML diagrams. Schema and ontology matching are closely related [18], consequently our observations and results of this current paper may apply to ontology mapping as well.

An excellent semantic integration technique can be found in [19]. Schema matching can be applied in the same context. In [19] authors propose a solution which is able to automatically translate XML schema representations of the business objects into OWL based ontology. Schema matching can be used to identify semantically related entities in the XML schemas, thus it can be applied even in those situations where highly diverse, heterogeneous schemas are to be integrated.

The solution in [20], is a generic schema matching tool, called COMA+. It is not a schema matcher by itself, but is a complex platform designed for integrating schema matching components. The individual matchers are arranged into a library. The solution provides scalability by fragmenting schemas into subsets, which is an application of the “divide and conquer” principle to the field of schema matching. This allows for the platform to be flexible. On the other hand, it does not include parameter optimization which would further improve its efficiency.

The above solutions bear in common that they have fixed threshold values. Based on our observation, this attribute may be limiting in several cases. It is also true, that the employed fixed threshold values do not take into account the cutting threshold problem introduced in the next section. Consequently, our method presented in this paper, can be used to enhance the performance evaluation of all of the above listed schema matching solution.

3 The Cutting Threshold Problem

As introduced in the first section (Prob. I), the cutting threshold problem lies in the presence of a mixed labeled - i.e. “match” or “non-match” - entity pair cluster around the threshold value. The employment of the classic sets in the schema matcher accuracy evaluation may lead to the serious distortion of the schema matching accuracy because of the followings. In certain schema matching scenarios the result sets will be overlapping even when using optimal schema matcher parameters. In other words there will always be entity pairs on the wrong side of the threshold based on the semantic value given by the schema matcher — i.e. “match” labeled entity pairs having semantic values lower than the threshold or “non-match” labeled entity pairs having semantic values higher semantic values than the threshold. See Fig. 1.
Fig. 1 depicts the overlapping result sets by optimal schema matcher weights. On the graph, the x-axis represents the entity pairs being matched (by simply ordering them in a chosen sequence), while y-axis is the semantic value (given by the schema matcher for a given entity pair). There is also another information on this graph: the ground truth or reference match. The green star represents those entity pairs, which should be labeled “match” by reference, i.e. they represent the same real world entity and are thus considered to be related. Conversely, the red dot represent those entity pairs, which should be labeled “non-match” by reference, i.e. the red dots are those entity pairs which are considered non-related by reference.

The problem is also seen in Fig. 1. Even if the schema matcher are optimal, we cannot specify an optimal threshold because the (reference) result sets overlap. Part of this problem is the distortion effect of the threshold: should we specify a suboptimal threshold in the intersection of the result sets – we call it schema matching gap, see Fig. 1 –, the accuracy measure evaluation will not be precise since at least some of the entity pairs in the schema matching gap will be wrongly classified. This is especially true for the F-measure evaluation. As already stated, we refer to this problem as cutting threshold problem.
Stepping one step further, the classification of the entity pairs in the schema matching gap is uncertain, which is not reflected in the classic accuracy measures leading to a distortion in the accuracy assessment. Conversely, the concept of a threshold value is still useful and thus, applicable, without any modifications required, for the cases of entity pairs falling outside of the schema matching gap. This is because their schema matcher classification is firm, no matter how we specify the threshold in the schema matching gap.

There is agreement among the above mentioned observations and aspects: the concept of the threshold value can be retained if the classification is clear for semantic values outside the schema matching gap, while the cutting threshold problem can be resolved if we introduce a continuous result set transition for entity pairs in the schema matching gap.

These considerations have led us to the definition of threshold function. At the time of the threshold function formula the recurrent problem was that the result curve did not fit the needs stated above or the curve formula became so complex that it seriously hindered the practical applicability of the approach. In the end, we have found that the most appropriate threshold function is the sigmoid function as it is continuous, has a simple formula and there is a continuous transition between semantic values of matching \{1\} and non-matching \{0\} entity pairs in the schema matching gap. It is also important that this function can be easily parameterized so that it fit a large scale of schema matching scenarios. Its formula has been reformulated in order that it fit our needs, resulting in Eq. 1. We have also involved the concept of schema matching gap \(l_{sg}\). For further references, see Fig. 2. \((\tau = 64\) and \(l_{sg} = 0.2)\). In the following Eq. 1, \(\tau\) denotes the threshold and \(g\) denotes the granularity:

\[
f(x) = \frac{1}{1 + e^{g(x-\tau)}}
\]  

(1)

where \(g\) can be defined as a function of the schema matching gap \(l_{sg}\), see Eq. 2:

\[
g = \frac{128}{l_{sg}}
\]  

(2)

For the practical application, the curve should be parameterized considering the followings. The transition interval from match certainty zero to one should include all semantic value of the overlapping result set intersection (by definition of the schema matching gap) and the transition interval should be centered on the original threshold value if any — see Fig. 1. Thus, entity pairs having semantic distance equal to the threshold will have uncertainty value 0.5, fairly reflecting the fact that they may as well be “match” or “non-match” according to the semantic value given by the schema matcher. Furthermore, entity pairs falling outside the schema matching gap will have semantic values \{0;1\} indicating that their classification is sure.
Also the threshold function may serve for the accuracy evaluation for related entities (the “match” set), since on a [0, 1] scale it gives null accuracy for those related entity pairs which have semantic values lower than the lower bound of the schema matching gap, and one accuracy for those related entity pairs which have semantic values higher than the higher bound of the schema matching gap. The rest is given accuracy in-between. By the same token, the \( f(-x) \) can be used as the accuracy evaluation functions for the set “non-match”. These membership functions \( (f(x) \) and \( f(-x) \)) have the common inflexion point located at the threshold value, resulting in a characteristic “X” shape.

Later we have also realized [21] that our concept of threshold function is very similar to that of the membership functions in fuzzy logic, thus we may as well use the aforementioned accuracy evaluation functions as membership functions for the result sets.

4 Redefinition of the Accuracy Measures

In this section, we will present our ideas on how to use the schema matching threshold function to adjust the formula of existing accuracy measures [1] to solve the accuracy measure maximization problem.

We will use the following denotations in Eq. 3 and Eq. 4. Let \( M \) denote the set of matches. \( M_p \) (proposed) will denote the match set returned by the schema matcher, while \( M_r \) (reference) is the reference match set (ground truth). In concordance with the earlier, \( g \) and \( \tau \) denote the granularity and the threshold respectively. \( c_w \) denotes the number of weights used by the algorithm, which is the same number.
as the number of schema matcher components \([3]\). \(w_{iu}\) shall denote \(i^{th}\) weight in case of the \(i^{th}\) matching pair, \(c_{iu}\) is the value returned by the corresponding component.

\[
\text{Precision} = \frac{\sum_{i \in M_p \cap M_r} \frac{1}{1+e^{\sigma(\sum_{u=0}^{w} w_{iu} c_{iu} - \tau)}}}{\sum_{j \in M_r} \frac{1}{1+e^{\sigma(\sum_{u=0}^{w} w_{jv} c_{jv} - \tau)}}}
\]

(3)

\[
\text{Recall} = \frac{\sum_{i \in M_p \cap M_r} \frac{1}{1+e^{\sigma(\sum_{u=0}^{w} w_{iu} c_{iu} - \tau)}}}{\sum_{j \in M_r} \frac{1}{1+e^{\sigma(\sum_{v=0}^{w} w_{jv} c_{jv} - \tau)}}}
\]

(4)

The F-measure is simply the harmonic mean of the precision and the recall. The trade-off of the threshold function is that the correctly classified entity pairs residing in the vicinity of threshold will not be scored as full match, either. Since we have employed the threshold function also in the denominator of the accuracy measures, the maximal accuracy value can be attained in case of perfect matching.

5 Accuracy Measure Maximization Using the Threshold Function

As already mentioned in the introduction (Prob. II), the accuracy measure maximization is our schema matcher optimization technique to define the optimal parameter set of schema matcher by means of the derivation of accuracy measure formulas \([22]\). Unfortunately, the objective function of the accuracy measure maximization problem is non-continuous. We will now present the revised accuracy measure maximization technique using the F-measure as accuracy measure.

First of all, we introduced weights to the F-measure. The reason is that we found that the exact harmonic mean of the precision and recall may not be appropriate for all schema matching scenarios. Consequently, we have developed the generalization of the F-measure formula based on the concept of weighted harmonic mean: the weighted F-measure – see Eq. 5. Let \(\pi\) denote the weight of the precision, while \(\rho\) should represent the weight of the recall. \(P\) is precision value, while \(R\) is recall value and \(F\) is the F-measure. The modified formula of the F-measure is the following:

\[
F_{\pi,\rho} = \left(\pi + \rho\right) \frac{P \cdot R}{\rho \cdot P + \pi \cdot R}
\]

(5)
Using the threshold function and the proposed weighted F-measure, the reformulation of our original accuracy measure maximization problem setting [22] became possible. Eq. 6 describes the objective function for the weighted f-measure using the already presented notation.

\[
\begin{align*}
&\max_{0<w_{ij}<1} \sum_{i \in M_p \cup M_r} \frac{\pi + \rho}{1 + e^{g(\sum_{u=0}^{w_{iu}c_{iu}} - \tau)}} \\
&\sum_{j \in M_p} \frac{\rho}{1 + e^{g(\sum_{v=0}^{w_{iv}c_{iv}} - \tau)}} + \sum_{k \in M_r} \frac{\pi}{1 + e^{g(\sum_{z=0}^{w_{kz}c_{kz}} - \tau)}}
\end{align*}
\]

(6)

If we use the classic f-measure, the formula will be less complex (see Eq. 7) as the denominator will not contain weights:

\[
\begin{align*}
&\max_{0<w_{ij}<1} \sum_{i \in M_p \cap M_r} \frac{1}{1 + e^{g(\sum_{u=0}^{w_{iu}c_{iu}} - \tau)}} \\
&\sum_{j \in M_p \cup M_r} \frac{1}{1 + e^{g(\sum_{v=0}^{w_{iv}c_{iv}} - \tau)}}
\end{align*}
\]

(7)

Furthermore, the schema matching reference values should also be specified, with the help of Eq. 8:

\[
R_j = \frac{1}{1 + e^{g(\sum_{v=0}^{w_{jv}c_{jv}} - \tau)}}
\]

(8)

The expression above declares that the weighted sum of the component relatedness values for a given entity pair (jth entity pair in the list) should be equal to the reference.

The benefit of this accuracy measure maximization problem formulation is that all contained functions are continuous, thus it can be easily solved using optimization tools. We shall note that this reformulation of the original accuracy measure maximization problem has retained its original characteristics as the sigmoid threshold function returns closely the same values outside of the transition as the original threshold value based accuracy evaluation.

6 Experimental Results

The goal of our experiments was to validate the benefits of the threshold function compared to the classic threshold value based approach. We have also performed several experiments to reveal the possible favorable impact of the employment of the revised accuracy measure maximization.
Our experiments had the objective of directly comparing the results of the classic accuracy measure approach with the revised method. We have tested our approach using three schema matchers: NTA [6], Similarity Flooding [10] and a WordNet based complex matcher [4]. We found these three approaches adequate to assess the possible benefits of using our proposed threshold function and refined accuracy measures. We have executed these techniques on three different test scenarios. These test scenarios are defined to contain the key challenges found in schema matching: different naming conventions, structures, etc.

Our comparison approach is as follows. We have calibrated these three techniques to scenarios, then evaluated their accuracy using the classic accuracy measures. As next, we have defined the ideal threshold function for each and every schema matching scenario and schema matcher. Lastly, we have evaluated the accuracy of every schema matcher in every scenario by means of the revised accuracy measures employing the threshold function. We have calculated the average precision, recall and F-measure in the test scenarios. The results can be seen on Fig. 3 (precision), Fig. 4 (recall) and Fig. 5 (F-measure).
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**Figure 3**
Average precision values with standard deviation of the analyzed schema matchers in the test scenarios
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**Figure 4**
Average recall values with standard deviation of the analyzed schema matchers in the test scenarios
Fig. 3 (precision), Fig. 4 (recall) and Fig. 5 (F-measure) shows us that the standard deviation for the accuracy values are limited. We could observe less deviation in case of the recall, but precision error was also in the expected zone. The aggregated accuracy measure – the f-measure – has a less than expected deviation. In fact, the standard deviation became less after the application of the threshold function as it can be seen on Fig. 6.

As it can be seen on Fig. 6, we saw an increase in the f-measure compared to the classic approach in almost every test scenario after applying adequate threshold function. We argued that this increase occurred due to the more justified evaluation of the schema matcher performance. This outcome has further strengthened our conviction that the cutting threshold problem does not just occur under very specific circumstances, but it should be treated as a ubiquitous phenomenon.
The deviation of the obtained f-measure values from the means can also be seen on Fig. 6. As we can observe it, the deviation is not substantial even in the case of the fix threshold value application, but we managed to further reduce it by means of threshold function application. In our interpretation the deviation from the average F-measure shows how much the schema matcher performance varies in different scenarios. The lesser this values is the more balanced the schema matcher performance is. This characteristic is an especially important notion in a highly variable application context, i.e. when the schema matchers are applied to significantly different test scenarios. For further details, consult Table 1 and Table 2. All in all, the application of threshold function entailed a 9.85% accuracy improvement.

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average accuracy using fix threshold value and the threshold function (expressed with f-measure)</td>
</tr>
<tr>
<td>NTA</td>
</tr>
<tr>
<td>Threshold function</td>
</tr>
<tr>
<td>Threshold value</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation of the accuracy using fix threshold value and the threshold function (expressed with f-measure)</td>
</tr>
<tr>
<td>NTA</td>
</tr>
<tr>
<td>Threshold function</td>
</tr>
<tr>
<td>Threshold value</td>
</tr>
</tbody>
</table>

**Conclusion**

In some schema matching scenarios the result sets overlap. This phenomenon hinders the specification of an optimal threshold and also significantly distorts the accuracy evaluation of schema matchers leading to false conclusions on the real capabilities of a tested schema matcher. This problem — the cutting threshold problem — was presented in detail herein.

For the solution of cutting threshold problems, we propose the application of a threshold function and we also propose a formula which we found to be optimal. Furthermore, the revised schema matching accuracy evaluation approach also reflects the classification uncertainty — as opposed to the classic schema matching accuracy evaluation approach. We also presented revised formulas of the classic accuracy measures (precision, recall, F-measure) incorporating the proposed threshold function.

A related problem is the accuracy measure maximization, which has a non-continuous objective function. The introduction of a threshold function also resolves this problem, by presenting an approximate objective function for the original problem. Thus a revised accuracy measure maximization technique was also presented here.
Using the threshold function, we managed to attain an average accuracy improvement of 9.85%.
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