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Abstract: Ensemble-based systems have proved to be very efficient tools in several fields to increase decision accuracy. However, it is a more challenging task to become familiar with the operation and structure of such a system that contains several fusible components and relations. In this paper, we describe a visualization framework in connection with an ensemble-based decision support system in the domain of medical image processing. First, we formulate the operations that can be used for composing such systems. Then, we introduce general visualization techniques for the better interpretability of the components and their attributes, the possible relations of the components, and the operation of the whole system as well. Our case study assigns the general framework to image processing algorithms, fusion strategies, and voting models. Finally, we present how the implementation of the visualization framework is possible using the state-of-the-art 3D collaboration framework VirCA. The proposed methodology is suitable for both visualization and visual construction of ensembles.
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1 Introduction

Using ensemble-based systems [1] is a rather popular approach in several application fields [2, 3], since such a system usually outperforms any of its members in terms of accuracy. An ensemble-based system is constructed by selecting and combining members that have diverse operating principles or models using an appropriate strategy in order to solve a given (machine learning) problem. In our former practice, we also successfully adopted this methodology to compose an ensemble-based system for the screening of diabetic retinopathy based on the processing of digital retinal images [4]. In our system, ensembles are created at multiple levels containing components having the same detection or classification tasks [5, 6]. The complete decision process currently includes the
execution of 38 algorithms that can be started also in a strict order, since their operations depend on each other’s outputs. When our system grew large, we faced the problem how we should make it easily interpretable and configurable for interested users. Classic techniques like flowcharts or UML diagrams [7] are not appropriate in our case since they do not provide visual tools for specific operations and elements that are considered in an ensemble-based system. To address this issue, in this paper we introduce a 3D visualization framework for the better understanding and easier construction of ensemble-based systems.

The comprehension of an ensemble-based system requires the creation of mental models on several levels of abstraction. An appropriate visualization framework, which takes advantage of the strengths of human cognition but also takes the human limits, needs and behavior [8] into account, can significantly facilitate the creation of mental models and thus support the reasoning about the system.

To measure the visualization tools that are necessary for our system, first we formally define the general rules for ensemble creation. These steps will include the possible fusion of components having different functionalities, and the organization of components having the same functionality into ensembles. Besides these tasks, we need tools to visualize the components that can be also interpreted as a set of attributes. For the description of the properties of components we can use color, shape, and size features [9]; however, to support more complex parameter settings we consider attribute panels too. Components belonging to the same functionality groups are visualized by their spatial arrangement, as well.

As we propose techniques for a decision support system, we also need specific elements that are necessary to evaluate the accuracy of the system in terms of the reliability of its decision. Such evaluation can be made taking specific error (energy) functions into consideration with testing on specific databases, which elements need visualization as well. In this way, the performance of a system can be evaluated. When the aim is to compose a system that is optimal regarding a specific error function, the necessary components and decision rules can be determined by optimization algorithms, which process is called automatic application generation. For an automatic generation, the proposed visualization tools help the users discover the automatically selected components and their relations. On the other hand, the users are allowed to compose an ensemble by manually selecting its components and defining the relations between them. Thus, to support this form of interaction we also introduce visual elements and tools for the selection of components and performing operations. This type of interaction with the system is called manual application generation [10]. As a result, after selecting a database and an appropriate energy function, the users can evaluate the performance of the ensemble composed by them.

As it can be seen, our aim is not only to visualize an ensemble with an already fitted model but also to allow efficient interaction between the users and a system that can be considered an artificially cognitive one [11] due to its decision-making
and self-adjusting capabilities. The users can learn from the applications (ensemble setups) generated automatically by the system and can create applications fitting better their data processing needs using the acquired knowledge. That is, the decision making efficiency of the system can be improved based on the blending of human and artificial cognitive capabilities [12, 13].

In our case study dedicated to diabetic retinopathy screening based on digital images, the components are image processing algorithms. These algorithms belong to specific functionality groups, e.g. based on whether their aims are image preprocessing, the detection of anatomical parts or lesions, etc. Algorithms having the same functionality can be organized into ensembles to raise the accuracy of that given functionality. Moreover, it is also possible to fuse algorithms that have different functionalities (e.g. a preprocessor can be fused with a detector to gain a new detector algorithm). The proposed general visualization framework will be explained on this specific system. As for the implementation of the visual framework supporting both automatic and manual application generation, we have selected the state-of-the-art 3D collaboration framework VirCA [14, 15]. We present how this VIRtual Collaboration Arena is capable of meeting the visualization and interaction requirements of our methodology.

The rest of the paper is organized as follows. In Section 2, we introduce our formal description for the composition of ensemble-based systems being investigated, and summarize the requirements for the visualization of the elements. In Section 3, we discuss on how cognitive biases affecting the perception of a visual scene are addressed in our approach for the visualization of the system. Section 4 contains our case study together with the proposed visualization techniques and a description of its elements represented by an XML schema. In Section 5, we present how our approach can be implemented in the VirCA system. Finally, some conclusions are drawn in Section 6.

2 Formal Description for Ensemble-based Systems

In this section, we give a general formal description for the ensemble-based systems discussed. The formalization covers all such types of members, and operations between them that can be used to compose a complete system. Then, using this general model, we will be able to list all the operators and operands (components) and also the results of such operations that need to be visualized. In later sections, we will give a concrete realization of the proposed formalism regarding the operations, and also an application with concrete components.

We start with defining possible functionalities \( F_1, F_2, \ldots, F_N \) assets containing components \( C_{1,1}, \ldots, C_{1,M_1}, C_{2,1}, \ldots, C_{2,M_2}, \ldots, C_{N,1}, \ldots, C_{N,M_N} \) having the corresponding functionality:
The cardinality $|F_i| = M_i$ can be arbitrarily large, that is, the number of components having the same functionality can be extended freely. In our interpretation, a component will be a concrete algorithm having a specific functionality.

Since we let the components interact in our system, we go on with defining possible operations between components. For this aim, note that operations are needed between components having both the same and different functionalities. In case of same functionalities, some components can be grouped together to form an ensemble at functionality level. Since these ensembles can be considered as new components having the same functionality, formally we define this element as a function instead of a simple relation. Thus, for the functionality $F_i$ we define the following function to set up ensembles from the components $C_{i,1}, \ldots, C_{i,M_i}$:

$$ENS_i : F \subseteq F_i \times F_i \rightarrow F_i, \ i = 1, \ldots, N.$$  \hspace{1cm} (2)

Note that with definition (2) we let the creation of ensembles that have only two members; however, larger ensembles can be easily generated by applying $ENS_i$ multiple times.

Besides creating ensembles, we also allow the creation of new components by merging components having possibly different functionalities. The new components must belong to an existing functionality, which may be different from any of the ancestor components. Thus, we introduce the following fusion operation between components $C_{i,j}, C_{i',j'}$ with $i, i' \in \{1, \ldots, N\}, \ i \neq i'$:

$$FUS_i : (C_{i,j}, C_{i',j'}) \in F_i \times F_i \rightarrow F_k, \ k \in \{1, \ldots, N\}.$$  \hspace{1cm} (3)

Regarding the possible number of basic components that can be fused, we can make the same comment as for (2). That is, by applying the fusion operator $FUS$ more than once, several algorithms can be merged. In our practice, a merged component will have the functionality of either of its ancestor components; however, we do not need to apply this restriction in our formalization.

Besides the above operations to set up an ensemble-based system, we need some other special elements regarding evaluation and optimization purposes. We need databases $DB_i$ for two reasons: First, in the case of manual selection of ensemble components, the created system can be evaluated on a given database. Second, in the case of automatic generation of the system, the database can be used during the optimization process to find the components of the system by data mining algorithms. Besides databases, energy functions $EF_i$ should be considered for the same two reasons. That is, for manual generation, the user can see the accuracy of the system regarding a given energy function. Moreover, in the case of automatic generation, the optimization is carried out using the energy as the objective function.
For a more detailed presentation of the components, the visualization of their attribute values is also necessary. Such attributes can be the name, accuracy, speed, and controlling parameters of the component. That is, a component $C_{i,j} \in F_i$ formally can be split further into a collection of attributes:

$$C_{i,j} = (A_{i,j,1}, A_{i,j,2}, ..., A_{i,j,T}),$$

where the number of attributes $T$ can be component-specific, so in general we do not restrict its value, just leave as an arbitrarily large integer. However, in practice, components that have the same functionality should have the same number of attributes.

As a summary, in Table 1 we collect all those elements from the above formalization that needs visual representation. Note that, in case of manual application generation, selectability should be supported, as well.

<table>
<thead>
<tr>
<th>$F_i$</th>
<th>Visualizing different functionalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{i,j}$</td>
<td>Visualizing/selecting components belonging to different functionalities</td>
</tr>
<tr>
<td>$A_{i,j,1}, A_{i,j,2}, ..., A_{i,j,T}$</td>
<td>Visualizing attributes of the components</td>
</tr>
<tr>
<td>$F$</td>
<td>Visualizing the subset for ensemble creation, showing selectable components</td>
</tr>
<tr>
<td>$ENS_i$</td>
<td>Visualizing the resulted ensemble</td>
</tr>
<tr>
<td>$DB_i$</td>
<td>Visualizing/selecting databases for testing/evaluation</td>
</tr>
<tr>
<td>$EF_i$</td>
<td>Visualizing/selecting energy functions for testing/evaluation</td>
</tr>
<tr>
<td>$(C_{i,j}, C_{i',j'})$</td>
<td>Visualizing a pair of components for fusing, showing fusible components</td>
</tr>
<tr>
<td>$FUS_i$</td>
<td>Visualizing the fused component</td>
</tr>
</tbody>
</table>

### 3 Cognitive Aspects and Biases

The comprehension of the operation principles of an ensemble-based system requires the creation of mental models at several levels of abstraction, taking into consideration the operation of the individual components, the possible component fusions, the ways of ensemble creation, and also the system as a whole. An appropriate visualization framework that assigns easy-to-recognize visual elements to the concepts and the components can significantly facilitate this process, and thus, support the reasoning about the system.
During the construction of the corresponding visualization, we have to take into account the possible cognitive biases of the users as well. Cognitive biases are patterns of deviation in judgment that occurs in particular situations, and the fundamental attribute of these is that they manifest unconsciously. According to recent psychological studies [16, 17], cognitive biases are heuristics selected by evolutionary pressure. Therefore, they are not flaws but features of human cognition, which emerged in order to aid rapid decisions.

From our perspective, the most important question is how these biases affect the perception of a visual scene. Based on their past experiences and everyday interactions with objects, humans continuously develop their concepts about how certain things should appear and behave, and where they should be located in various situations. As humans tend to seek for evidence that confirms what they accept as true, the visual representation of the system will also be viewed in this way. That is, the users will perceive and try to match the visualization principles and elements of the system to their own concepts.

The relative position and appearance of the visual elements are also very important from a human comprehension perspective. The basic principles of the Gestalt psychology [18] (e.g. law of proximity, similarity, symmetry, "common fate", and closure) describe how humans perceive visual objects. These principles have to be considered in a visualization method to compose logical groupings and visual hierarchies.

If the appearance, arrangement or the expected behavior of the elements of a visualization technique opposes the cognitive heuristics and the most common concepts, it highly reduces its usability and efficiency. This is particularly true in the case of those visual elements that are critical or frequently used in a user’s work-flows. Moreover, the consistency of the functionalities assigned to the visual elements has to be maintained as well, as humans expect similar elements to behave similarly.

An efficient visualization technique has to be able to display information that is semantically related in the given context and to allow the users to freely explore them. In our case, it affects, e.g. the visualization of the possible fusions and ensembles, and component properties. Displaying information within context is primarily preferred, but the visual scene has to be created in that way that it diminishes the cognitive overload, as well. The visualization framework also has to avoid employing menus or other elements that do not fit the visualization logic, in order to keep up the focus and attention of the user [19]. Our efforts to translate the manipulation of elements to physical, real-world-like interactions have been motivated also by this issue to avoid menu-based manipulation.

Our approach for visualization takes the features of the process of understanding and reasoning into account to suppress the negative effects of cognitive biases besides taking advantage of the strengths of human cognition.
4 Case Study

In this section, we introduce general visualization techniques for the elements described in section 2, to facilitate the interpretability and efficient construction of ensembles. These techniques are presented through a medical decision support system [3] that aims to detect the signs of diabetic retinopathy (DR) on digital retinal images.

As the manual DR grading of retinal images is a slow and resource-intensive task, automated software systems which can distinguish healthy retinas from pathological ones are welcome, in order to perform triage and to pre-screen patients prior to further medical examinations. The users of such a system have to be allowed to customize its operation according to their purposes, therefore a suitable visual representation of the system components and their attributes, and the concepts corresponding to the ensemble creation and component fusion are necessary.

The visualization framework that we introduce employs manipulable objects arranged in the 3D space to represent the different elements of the system. In this space, the point-of-view can be freely moved by the user to interact with a specific element. Compared to conventional user interfaces, this direct manipulation-like behavior has benefits, mainly during the learning phase [20]. As the human visual system is able to quickly recognize different scenes [21], the time needed to get an overview of the system components and their relations can be reduced as well through showing them in a more natural, spatial arrangement.

4.1 Visual Representation of the System

4.1.1 System Functionalities

To realize its goal, our system contains a number of different image processing algorithms that belong to specific functionalities ($F_i$). The list of these functionalities is given in Table 2.

<table>
<thead>
<tr>
<th>$F_i$</th>
<th>Region of interest detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_2$</td>
<td>Vascular system detection</td>
</tr>
<tr>
<td>$F_3$</td>
<td>Image preprocessing</td>
</tr>
<tr>
<td>$F_4$</td>
<td>Optic disc detection</td>
</tr>
<tr>
<td>$F_5$</td>
<td>Macula detection</td>
</tr>
<tr>
<td>$F_6$</td>
<td>Exudate detection</td>
</tr>
<tr>
<td>$F_7$</td>
<td>Microaneurysm detection</td>
</tr>
</tbody>
</table>
Different system functionalities are visualized as sets of the corresponding components, having common appearance and grouped by their spatial proximity. The components are enclosed by a borderline to contribute to the easier distinction of groups. The label of the group is affixed to the top of this borderline (see Fig 1).

![Figure 1](image)

Visual representation of a functionality group

### 4.1.2 System Components and Their Attributes

In our system, we consider the different image processing algorithms as components $C_{i,j} \in F_i$. For example, the components of the $F_7$ functionality are given in Table 3.

<table>
<thead>
<tr>
<th>$C_{7,1}$</th>
<th>Lazar et al. - rotating cross-section based microaneurysm detector</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{7,2}$</td>
<td>Walter et al. - bounding box closing based microaneurysm detector</td>
</tr>
<tr>
<td>$C_{7,3}$</td>
<td>Zhang et al. - 5 Gaussian filter based microaneurysm detector</td>
</tr>
</tbody>
</table>

Each component has a specific number of attributes, whereof three are common: the state, the name, and the description attributes. In our system, the components have two possible states (selected and not selected) what is indicated by the generally used colors green and gray, respectively. The names of the components are displayed as simple text labels. For example, the attributes of the component $C_{7,1}$ is given in Table 4.

The state of a component can be toggled with a point-and-select gesture. On a selected component, the user is enabled to perform the following manipulations using its icon menu [15]:

---

---
• displaying the attribute panel (gear icon) on which the user is allowed to set the parameters of the component with standard user interface elements, like sliders, spinners, and input boxes, etc. rendered in the 3D space (see Fig. 2);
• initiating ensemble creation (voting hand icon) and show the selectable components within a functionality group to form an ensemble with;
• initiating algorithm fusion (zipper icon) and show the selectable components in other functionality groups for algorithm fusion;
• displaying information about the component (info icon), including description of the method, explanation of its parameters, and its accuracy measured on different databases, if applicable.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{7,1,1}$ State</td>
<td>Boolean value</td>
</tr>
<tr>
<td>$A_{7,1,2}$ Name</td>
<td>String</td>
</tr>
<tr>
<td>$A_{7,1,3}$ Description</td>
<td>String</td>
</tr>
<tr>
<td>$A_{7,1,4}$ 2D smoothing parameter</td>
<td>Boolean value</td>
</tr>
<tr>
<td>$A_{7,1,5}$ Smoothing radius parameter</td>
<td>integer value</td>
</tr>
<tr>
<td>$A_{7,1,6}$ Smoothing sigma parameter</td>
<td>real value</td>
</tr>
<tr>
<td>$A_{7,1,7}$ Levels parameter</td>
<td>integer value</td>
</tr>
<tr>
<td>$A_{7,1,8}$ Threshold parameter</td>
<td>integer value</td>
</tr>
<tr>
<td>$A_{7,1,9}$ Accuracy</td>
<td>real value</td>
</tr>
</tbody>
</table>

Table 4
Attributes of the Lazar et al. microaneurysm detector algorithm

Figure 2
A system component with its attribute panel
4.1.3 **Ensemble Creation and Algorithm Fusion**

Components having the same functionality can be organized into ensembles in order to raise the accuracy of the given functionality. As for ensemble creation, we consider majority and weighted majority voting models, depending on the member components.

In our visual representation, ensemble creation can be initiated using a components icon menu. For clarity, if necessary the components are spatially rearranged before the subset $F$ of components available for ensemble creation is visualized with arrows pointing at them from the selected one (see Fig. 3). The user can select any of these components and finish the operation using the icon menu again. The components of the result of the ensemble creation ($ENS_i$) are represented through green color and spatial grouping.

![Figure 3](image)

*Figure 3*

Selectable components for ensemble creation

Our system also contains algorithms that provide functionalities that can be composed in order to obtain a new component with different or improved functionality. For example, the fusion of an image preprocessor and a microaneurysm detector algorithm together can form an improved microaneurysm detector component.

In our visual representation, algorithm fusion can be performed in a similar way as ensemble creation. The fusible pairs $(C_{i,j}, C'_{i,j})$ consisting of the selected component and specific components in other functionality groups are visualized with connecting arrows; however, the user can select only one of these components at once (see Fig. 4).

The result of the algorithm fusion is a new component $FUS_i$ that is represented with different color and the icon of algorithm fusion (see Fig. 5).
4.1.4 Databases and Energy Functions

The different databases $DB_i$ and error (energy) functions $EF_i$ are involved in application generation. In the case of automatic application generation, the aim is to compile a system that is optimal regarding a given energy function on the selected database(s) without user intervention. In our system, we consider two energy functions: optimization for accuracy and optimization for computational time. These energy functions are represented by icons that refer to the target of optimization (see Fig. 6).

In case of manual application generation, databases are used to evaluate the performance of the system constructed by the user, and to obtain information
about the accuracy of different components, in order to assist the selection of the best ones fitting the requirements of the user.

![Execution time and Accuracy icons](image)

Figure 6
Icons for the energy functions in our system

Databases are represented by the usual database icon in our visualization (see Fig. 7). The user can also display information about a database and statistics about its content using its component icon menu.

![Database icon](image)

Figure 7
Database icon in selected state

### 4.2 Metadata Description

We defined an XML schema to be able to describe the elements of our decision support system in a uniform way. It is practical to provide descriptions in this manner, as this schema can also be considered as an easily extendable communication interface between the visualization platform and the application server of the system for the implementation.

Next, we briefly present the main sections of the XML schema. Namely, these are:

- Algorithms
  - Detectors (for functionalities $F_4$, $F_5$, $F_6$ and $F_7$ (see Table 2))
  - Preprocessors (for functionalities $F_1$, $F_2$, and $F_3$)
- Energy functions
- Databases
- Definition of the applicable voting models for ensemble creation.

In the schema, each component has a globally unique identifier attribute for the ease of reference. Each preprocessor is defined with the Algorithm complex type, which describes a general individual algorithm, having the following attributes:
state, name, and algorithm description, and an arbitrary number of controlling parameters required for the algorithm.

The detectors are defined by the DetectorAlgorithm complex type that extends Algorithm with a set of accuracy attributes that are the measured accuracies of the given algorithm on different databases. The metadata description of the Algorithms section of the schema is shown on Fig. 8.

![Figure 8](image)

Metadata description for the algorithms/components of the system

In this XML schema, databases are defined to have an attribute that describes their content, and energy functions are defined to have attributes describing formally the target of optimization. The applicable voting models are defined by the attributes of the possible voting schemes and the formal description of the method used for combining the outputs of the members.

5 Implementation in the VirCA System

We have studied various 3D graphical systems, VRML worlds and other frameworks for the visual representation of our general formal description for ensemble-based systems. However, most of them have limitations in the number of the parallel handled users, in the interaction capabilities, or in the level of collaboration.

We have found that the high-level requirements that are needed for the realization of such a complex system can be fulfilled only by a visual collaboration platform having even a physical simulation subsystem. For this reason, we can recommend VirCA as a good environment for implementing these compound graphical user
interfaces. VirCA is a highly customizable 3D collaboration framework [22, 23] that is able to handle several users and their interactions with the objects in the visualized scene in real time [24]. It has a versatile viewpoint system having freely portable predefined cameras with the capability of zooming to interact with the visual elements that can be manipulated using a multilevel command system. Furthermore, the network communication is implemented using the ZeroC ICE (Internet Communications Engine) [25] object-oriented platform, through which the visualization interface of the system can interact with the underlying application server.

5.1 Visual Elements and Handling

The described visual representation can be accomplished in VirCA by using spatial elements as spheres, ellipsoids, cubes, cones, pyramids, etc. to represent components that belong to the different functionalities. The control elements (e.g. sliders, spinners, etc.) of the attribute panel and the description box of a component can be implemented using the platform independent Qt [26] widgets.

To interact with the elements of the interface, we can use for example traditional or spatial mouse, camera, motion, eye-gaze, and hand gesture sensors, or even a Microsoft Kinect game controller. Each interaction gives a clear visual feedback, and audio feedback also can be set up through the text-to-speech function of the system. The physical subsystem of VirCA is able to handle only a few thousand elements. However, this is not a limitation for our purposes since the number of visual elements required for the visualization of the systems we consider is expected to be much lower than this limit.

5.2 Performance and Implementation Issues

Techniques to dynamically create and modify objects in real time in contrast of using statically created and stored models and objects can make the implementation of the visual interface more efficient. Currently, even a simple color change in the visualization needs the same model to be stored in multiple instances according to the number of colors used. In the forthcoming versions of VirCA, it will be possible to generate objects dynamically using OpenGL function calls. Using dynamic generation, the meshes and materials do not have to be stored in files in advance, but they can be created or modified during operation. In this way, when it comes to the modification of an object, calling a delete and construct procedure pair is not necessary, which yields to performance gain. By building the complex objects programmatically, it is easier to create joint points and make a skeleton to move as required, thus the animation of the model will be more natural by this approach.
Conclusions

In this paper, we have described a 3D visualization framework that assists the comprehension of and interaction with an ensemble-based system by emphasizing the human factors and natural communication in its design. We have given a general formal description for all the elements and operations that can be used to compose such systems. As a case study, we have considered an ensemble-based decision support system for diabetic retinopathy screening to assign the concepts of the visualization framework to a real-world application. Accordingly, we have introduced visualization techniques to facilitate interpretability of the system components and functionalities and the reasoning about their relations. The framework we have proposed supports the better understanding of the applications automatically generated by the system, and allows the users to modify these ensembles or to create new ones that fit better their requirements. In this way, the decision making process of the system visualized can evolve based on the blending of human and artificial cognitive capabilities. Furthermore, implementing the proposed visualization in a 3D collaborative framework like VirCA allows multiple users to simultaneously explore, gain knowledge of [27] and modify the ensemble setups, which promotes both intra-cognitive and inter-cognitive information transfer [11] about the decision process of such a system.
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