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Abstract: A measure of possibilistic correlation between marginal possibility distributions of a joint possibility distribution can be defined as (see Fullér, Mezei and Várlaki, An improved index of interactivity for fuzzy numbers, Fuzzy Sets and Systems, 165(2011), pp. 56-66) the weighted average of probabilistic correlations between marginal probability distributions whose joint probability distribution is defined to be uniform on the level sets of their joint possibility distribution. Using the averaging technique we shall discuss three quantities (correlation coefficient, correlation ratio and informational coefficient of correlation) which are used to measure the strength of dependence between two possibility distributions. We discuss the inverse problem, as we introduce a method to construct a joint possibility distribution for a given value of possibilistic correlation coefficient. We also discuss a special case when the joint possibility distribution is defined by the so-called weak t-norm and based on these results, we make a conjecture as an open problem for the range of the possibilistic correlation coefficient of any t-norm based joint distribution.
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1 Introduction

Random variables, probability distributions are widely used models of incomplete information [23], and measuring dependence between random variables and random sequences is one of the main tasks of applied probability and statistics. There are plenty of measures of dependence, for example correlation coefficients, correlation ratio, distance correlation etc.

Possibility distributions are used to model human judgments and preferences and in this way they are models of non-statistical uncertainties. Measuring the strength of dependence between these non-statistical uncertain quantities is quite important, also...
from theoretical and practical point of view. In probability theory, measures of dependence are usually defined by using the expected value of an appropriate function of the random variables. In possibility theory a measure of possibilistic correlation between marginal possibility distributions of a joint possibility distribution can be defined as the weighted average of probabilistic measures of dependence between marginal probability distributions (fuzzy numbers) whose joint probability distribution is defined to be uniform on the $\gamma$-level sets (a.k.a $\alpha$-cuts) of their joint possibility distribution. This approach gives us a straightforward way to adopt the notions of probability theory to possibility distributions.

The rest of this paper is organized as follows. In Section 2 we recall the basic notions of possibility correlation, in Section 2 we survey some measures of possibilistic dependence. In Section 4 we discuss the inverse problem, i.e we construct a joint possibility distribution for a given correlation coefficient, in Section 5 we discuss the case when the joint possibility distribution is defined by the weak $t$-norm.

## 2 Basic Notions of Possibilistic Correlation

**Definition 2.1.** A fuzzy number $A$ is a fuzzy set of $\mathbb{R}$ with a normal, fuzzy convex and continuous membership function of bounded support.

Fuzzy numbers can be viewed as possibility distributions. The concept and some basic properties of joint possibility distribution were introduced in [36].

**Definition 2.2.** If $A_1, \ldots, A_n$ are fuzzy numbers, then $C$ is their joint possibility distribution if

$$A_i(x_i) = \max\{C(x_1, \ldots, x_n) \mid x_j, j \neq i \in \mathbb{R}\}$$

holds for all $x_i \in \mathbb{R}, i = 1, \ldots, n$. Furthermore, $A_i$ is called the $i$-th marginal possibility distribution of $C$.

As a special case we define the joint possibility distribution of two fuzzy numbers (see Fig. 1), because we investigate the measures of dependence between pairs of fuzzy numbers.

**Definition 2.3.** A fuzzy set $C$ in $\mathbb{R}^2$ is said to be a joint possibility distribution of fuzzy numbers $A, B$, if it satisfies the relationships

$$A(x) = \max\{C(x, y) \mid y \in \mathbb{R}\}, \quad \text{and} \quad B(y) = \max\{C(x, y) \mid x \in \mathbb{R}\},$$

for all $x, y \in \mathbb{R}$. Furthermore, $A$ and $B$ are called the marginal possibility distributions of $C$.

Fuzzy numbers $A_1, \ldots, A_n$ are said to be non-interactive if their joint possibility distribution $C$ satisfies the relationship

$$C(x_1, \ldots, x_n) = \min\{A_1(x_1), \ldots, A_n(x_n)\},$$

for all $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ (see Fig. 2).
**Definition 2.4.** A $\gamma$-level set (or $\gamma$-cut) of a possibility distribution $C$ is a non-fuzzy set denoted by $[C]^\gamma$ and defined by

$$
[C]^\gamma = \begin{cases} 
(x, y) \in \mathbb{R}^2 \mid C(x, y) \geq \gamma & \text{if } \gamma > 0 \\
\text{cl}(\text{supp}C) & \text{if } \gamma = 0
\end{cases}
$$

where cl(supp$C$) denotes the closure of the support of $C$.

### 3 Measures of Possibilistic Dependence

#### 3.1 Possibilistic Correlation

Carlsson and Fullér introduced a definition of possibilistic mean and variance [2], and then Fullér and Majlender gave the definition of weighted possibilistic mean and variance [9]. Fullér, Mezei and Várkály introduced a new definition of possibilistic correlation coefficient [10] between marginal distributions of the joint possibility distribution that improves the earlier definition introduced by Carlsson, Fullér and Majlender [3].

**Definition 3.1** (see [10]). Let $f : [0, 1] \rightarrow \mathbb{R}$ a non-negative, monotone increasing function with the normalization property $\int_0^1 f(\gamma)d\gamma = 1$. The $f$-weighted possibilistic correlation coefficient of fuzzy numbers $A$ and $B$ (with respect to their joint distribution $C$) is defined by

$$
\rho_f(A, B) = \int_0^1 \rho(X_{\gamma}, Y_{\gamma})f(\gamma)d\gamma,
$$

where

$$
\rho(X_{\gamma}, Y_{\gamma}) = \frac{\text{cov}(X_{\gamma}, Y_{\gamma})}{\sqrt{\text{var}(X_{\gamma})}\sqrt{\text{var}(Y_{\gamma})}}.
$$

and, where $X_{\gamma}$ and $Y_{\gamma}$ are random variables whose joint distribution is uniform on $[C]^\gamma$ for all $\gamma \in [0, 1]$, and $\text{cov}(X_{\gamma}, Y_{\gamma})$ denotes their probabilistic covariance.

As we can see, the $f$-weighted possibilistic correlation coefficient is the $f$-weighted average of the probabilistic correlation coefficients $\rho(X_{\gamma}, Y_{\gamma})$ for all $\gamma \in [0, 1]$. Since $f$ is an increasing function, it gives less importance to the lower levels of the possibility distribution. For detailed and illustrated examples see [8][11] and [12].

The range of the $f$-weighted possibilistic correlation coefficient when the marginal possibility distribution have the same membership function was discussed in [19] and [17].

Fuzzy numbers $A$ and $B$ are in perfect correlation [3], if their joint distribution is concentrated along a line (see Fig. 3 and Fig. 4), i.e. if there exist $a, b \in \mathbb{R}$, $a \neq 0$ such that their joint possibility distribution is

$$
C(x_1, x_2) = \begin{cases} 
A(x_1) & \text{if } x_2 = ax_1 + b \\
0 & \text{otherwise}
\end{cases}
$$
Figure 1: Joint possibility distribution $C$ and its marginal possibility distributions (i.e. projections) fuzzy numbers $A$ and $B$.

Figure 2: Joint possibility distribution $C$ and its marginal possibility distributions fuzzy numbers $A$ and $B$ when the joint distribution is defined by $\min(A, B)$. In this case $A$ and $B$ are non-interactive which implies $\rho_f(A, B) = 0$. 

Figure 3: Joint possibility distribution $C$ and its marginal possibility distributions $A$ and $B$ when the joint possibility distribution is defined along a line with positive steepness. This is the case of perfect positive correlation, which implies $\rho_f(A, B) = 1$.

Figure 4: Joint possibility distribution $C$ and its marginal possibility distributions $A$ and $B$ when the joint possibility distribution is defined along a line with negative steepness. This is the case of perfect negative correlation, which implies $\rho_f(A, B) = -1$. 
If $A$ and $B$ have a perfect positive (negative) correlation then from $\rho(X_\gamma, Y_\gamma) = 1$ $(\rho(X_\gamma, Y_\gamma) = -1)$ (see [3] for details), for all $\gamma \in [0, 1]$, we get $\rho_f(A, B) = 1$ $(\rho_f(A, B) = -1)$ for any weighting function $f$.

We should note here that while non-interactivity implies zero correlation, the reverse direction is not necessarily true, if the value of possibilistic correlation coefficient is zero then this not means automatically non-interactivity. For example, if for every $\gamma$, $[C]_\gamma$ is symmetrical to an axes which parallel with one the coordinate axis then $\text{cov}(X_\gamma, Y_\gamma) = 0$ and $\rho_f(A, B) = 0$ for any weighting function $f$ (see [6]).

### 3.2 Correlation Ratio Between Fuzzy Numbers

The correlation ratio $\eta$ was firstly introduced by Karl Pearson [32] as a statistical tool and it was defined to random variables by Kolmogorov [24] as,

$$\eta^2(X|Y) = \frac{D^2[E(X|Y)]}{D^2(X)},$$

where $X$ and $Y$ are random variables. It measures not only a linear, but in general a functional dependence between random variables $X$ and $Y$. If $X$ and $Y$ have a joint probability density function, denoted by $f(x, y)$, then we can compute $\eta^2(X|Y)$ using the following formulas

$$E(X|Y = y) = \int_{-\infty}^{\infty} xf(x|y)dx$$

and

$$D^2[E(X|Y)] = E(E(X|y) - E(X))^2,$$

where,

$$f(x|y) = \frac{f(x, y)}{f(y)}.$$

In 2010 Fullér, Mezei and Várlaki introduced the definition of possibilistic correlation ratio for marginal possibility distributions (see [7]).

**Definition 3.2.** Let us denote $A$ and $B$ the marginal possibility distributions of a given joint possibility distribution $C$. Then the $f$-weighted possibilistic correlation ratio $\eta_f(A|B)$ of marginal possibility distribution $A$ with respect to marginal possibility distribution $B$ is defined

$$\eta_f^2(A|B) = \int_{0}^{1} \eta^2(X_\gamma|Y_\gamma) f(\gamma)d\gamma$$

where $X_\gamma$ and $Y_\gamma$ are random variables whose joint distribution is uniform on $[C]_\gamma$ for all $\gamma \in [0, 1]$, and $\eta(X_\gamma|Y_\gamma)$ denotes their probabilistic correlation ratio.
3.3 Informational Coefficient of Correlation

Definition 3.3. For any two continuous random variables $X$ and $Y$ (admitting a joint probability density), their mutual information is given by

$$I(X, Y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \ln \frac{f(x, y)}{f_1(x) \cdot f_2(y)} \, dx\, dy$$

where $f(x, y)$ is the joint probability density function of $X$ and $Y$, and $f_1(x)$ and $f_2(y)$ are the marginal density functions of $X$ and $Y$, respectively.

Definition 3.4. [27] For two random variables $X$ and $Y$, let denote $I(X, Y)$ the mutual information between $X$ and $Y$. Their informational coefficient of correlation is given by

$$L(X, Y) = \sqrt{1 - e^{-2I(X, Y)}}.$$ 

Based on the definition above, we can define the following [13][14]:

Definition 3.5. Let us denote $A$ and $B$ the marginal possibility distributions of a given joint possibility distribution $C$. Then the $f$-weighted possibilistic informational coefficient of correlation of marginal possibility distributions $A$ and $B$ is defined by

$$L(A, B) = \int_{0}^{1} L(X_\gamma, Y_\gamma) f(\gamma) \, d\gamma$$

where $X_\gamma$ and $Y_\gamma$ are random variables whose joint distribution is uniform on $[C]_\gamma$ for all $\gamma \in [0, 1]$, and $L(X_\gamma, Y_\gamma)$ denotes informational coefficient of correlation, and $f$ is a weighting function.

There are several other ways to translate the fundamental notions of probability theory to fuzzy numbers (or possibilistic variables), so there are different interpretations for the mean, variance and covariance of fuzzy numbers. Fuzzy random variables are discussed in [26][34] and [33], the variance of fuzzy random variables in [25][31], variance and covariance studied in [5].

Mean value of fuzzy numbers was defined in [4] and [20], the notion of independence is studied in [1], [21] and [35], and with applications in [29], [30].

Liu and Kao [28] used fuzzy measures to define a fuzzy correlation coefficient of fuzzy numbers and they formulated a pair of nonlinear programs to find the $\alpha$-cut of this fuzzy correlation coefficient, then, in a special case, Hong [22] showed an exact calculation formula for this fuzzy correlation coefficient.

In [15] Fullér et al. introduced a method as a generalization of the concept described in [10]. Here the $\gamma$-level sets are equipped with non-uniform probability distribution, whose density function is derived from the joint possibility distribution.
4 Joint Possibility Distribution for Given Correlation

In this section we show a simple way to construct a joint possibility distribution (and in this way marginal possibility distributions) for a given value of the possibilistic correlation coefficient. We recall the fact in probability theory that for any value between $-1$ and $1$ there exists a 2-dimensional Gaussian distribution whose marginal distributions has this value as correlation coefficient between them (for other types of distributions it is not necessarily true).

Let the required value of the possibilistic correlation coefficient be $\rho$. Define the joint possibilistic distribution as follows:

$$C(x, y) = \exp \left( \frac{-1}{2(1 - \rho^2)} \cdot (x^2 - 2\rho xy + y^2) \right)$$

(5)

The $\gamma$-level set (remember that $0 < \gamma \leq 1$, so $\ln \gamma \leq 0$):

$$[C]^{\gamma} = \{ (x, y) \in \mathbb{R}^2 | x^2 - 2\rho xy + y^2 \leq -2(1 - \rho^2) \cdot \ln \gamma \}$$

(6)

The $\gamma$-level set is a (maybe skew) ellipse, whose upper and lower curves are

$$y_1 = \rho x + \sqrt{1 - \rho^2} \cdot \sqrt{-2 \ln \gamma - x^2}$$

(7)

$$y_2 = \rho x - \sqrt{1 - \rho^2} \cdot \sqrt{-2 \ln \gamma - x^2}$$

(8)

The area of the $\gamma$-levels set is $T_{\gamma} = -2\pi \sqrt{1 - \rho^2} \cdot \ln \gamma$. According to the definition of possibilistic correlation coefficient, we define a two dimensional uniform distribution on the $\gamma$-level set, so its density function is

$$f(x, y) = \begin{cases} 
\frac{1}{T_{\gamma}} & \text{if } (x, y) \in [C]^{\gamma} \\
0 & \text{otherwise}
\end{cases}$$

(9)

$X_{\gamma}$ and $Y_{\gamma}$ are its marginal random variables. The marginal density function of $X_{\gamma}$ ($Y_{\gamma}$ has the same one):

$$f_1(x) = \begin{cases} 
\frac{-\sqrt{-2 \ln \gamma - x^2}}{\pi \cdot \ln \gamma} & \text{if } -\sqrt{-2 \ln \gamma} < x < \sqrt{-2 \ln \gamma} \\
0 & \text{otherwise}
\end{cases}$$

(10)

The expected values are

$$M(X_{\gamma}) = M(Y_{\gamma}) = 0$$

(11)

$$M(X_{\gamma}^2) = M(Y_{\gamma}^2) = -\frac{\ln \gamma}{2}$$

(12)

$$M(X_{\gamma} \cdot Y_{\gamma}) = -\frac{\rho \cdot \ln \gamma}{2}$$

(13)
So the correlation coefficient at level $\gamma$:

$$
\rho(X_\gamma, Y_\gamma) = \frac{\text{cov}(X_\gamma, Y_\gamma)}{\sqrt{\text{var}(X_\gamma)}\sqrt{\text{var}(Y_\gamma)}} = -\rho \cdot \frac{\ln \gamma/2}{-\ln \gamma/2} = \rho
$$

(14)

Since the value of $\rho$ not depends on $\gamma$, the value of possibilistic correlation equals this value:

$$
\rho_f(A, B) = \int_0^1 \rho(X_\gamma, Y_\gamma)f(\gamma)d\gamma = \rho \int_0^1 f(\gamma)d\gamma = \rho
$$

(15)

**Note 4.1.** In fact the starting point was a two dimensional Gaussian probability density function:

$$
f(x, y) = \frac{1}{2\pi\sqrt{1-\rho^2}} \cdot \exp \left( -\frac{1}{2(1-\rho^2)} \cdot (x^2 - 2\rho xy + y^2) \right)
$$

(16)

, where $\rho$ is the correlation coefficient between the marginal random variables. So the result we get tells us that the possibilistic and probabilistic correlation coefficient could be the same for certain cases.

### 5 Correlation Coefficient for $t$-norm Defined Joint Distributions

An interesting question is the range or behaviour of the possibilistic correlation coefficient when the joint possibility distribution has a special structure, i.e. it is defined by a $t$-norm. According to our best knowledge there are no simple general results to this problem. For the most widely used $t$-norm, the minimum $t$-norm the answer is straightforward, since this is the case when the marginal distributions (fuzzy numbers) are in non-interactive relation and this fact ensures zero correlation coefficient.

The case when the joint possibility distribution is defined by the product $t$-norm was discussed in [12], where the authors pointed out that the value of the possibilistic correlation falls between $-1/2$ and $1/2$, including the limits.

Well-known that the following inequality holds for any $t$-norm:

$$
T_w(a, b) \leq t(a, b) \leq \min(a, b)
$$

(17)

where $T_w$ denotes the weak (or drastic) $t$-norm:

$$
T_w(a, b) = \begin{cases} 
\min(a, b) & \text{if } \max(a, b) = 1, \\
0 & \text{otherwise.}
\end{cases}
$$

(18)

In the following we give strict bounds for the possibilistic correlation coefficients when the joint distribution $C(x, y) = T_w(A(x), B(y))$, where $A$ and $B$ are the marginal distributions.
Let us denote the core of fuzzy number $A$ by $a$, the core of $B$ by $b$, the $\gamma$ level sets by $[a_1(\gamma), a_2(\gamma)]$ and $[b_1(\gamma), b_2(\gamma)]$, respectively. For simplicity we use the notations: $a_1 = a_1(\gamma)$, $a_2 = a_2(\gamma)$, $b_1 = b_1(\gamma)$ and $b_2 = b_2(\gamma)$. The $\gamma$-level sets ($[C]_\gamma$'s) of the joint distribution are (not necessarily symmetric) cross-shaped domains (see Fig. 5). The correlation coefficient for this domain is determined as the limit of the correlation coefficient computed for the $\delta$ neighborhood ($[C]_\delta$) (see Fig. 5). Since the correlation coefficient is invariant under shifting and scaling (multiplying by a positive constant) of the marginal distributions, without loss of generality we can assume that $a = b = 0$, and $-1 \leq a_1, b_1 \leq 0$, $0 \leq a_2, b_2 \leq 1$, such that at least one of the following conditions hold: $a_1 = -1$, $b_1 = -1$, $a_1 = -1$, $b_2 = 1$, $a_2 = 1$, $b_2 = 1$ or $a_2 = 1$, $b_1 = -1$. These conditions are always feasible: we shift the cores to the origin, then rescale $A$ by $\max\{|a_1|, a_2\}$ and $B$ by $\max\{|b_1|, b_2\}$.

$X_\gamma$ and $Y_\gamma$ are random variables, whose joint distribution is uniform on $[C]_\delta$, the corresponding random variables for $[C]_\gamma$ are $X'_\gamma$ and $Y'_\gamma$.

The probability density function of $X_\gamma$ ($Y_\gamma$ has the same with appropriate modification of the parameters):

$$f_1(x) = \begin{cases} \frac{1}{T} \cdot 2\delta, & \text{if } a_1 < x < -\delta; \\ \frac{1}{T} \cdot (b_2 - b_1), & \text{if } -\delta < x < \delta; \\ \frac{1}{T} \cdot 2\delta, & \text{if } \delta < x < a_2. \end{cases}$$

where $T = (a_2 - a_1) \cdot 2\delta + (b_2 - b_1) \cdot 2\delta - 4\delta^2$ denotes the area of $[C]_\delta^2$.
Computing the expected values and after some simplifications we get:

\[ M(X_{\gamma}) = \frac{a_2^2 - a_1^2}{2(a_2 - a_1 + b_2 - b_1) - 4\delta} \]  

(19)

\[ M(X'_{\gamma}) = \lim_{\delta \to 0} M(X_{\gamma}) = \frac{a_2^2 - a_1^2}{2(a_2 - a_1 + b_2 - b_1)} \]  

(20)

\[ M(X_{\gamma}^2) = \frac{2}{3} \frac{a_2^3 - a_1^3 + (b_2 - b_1)\delta^2 - 2\delta^3}{2(a_2 - a_1 + b_2 - b_1) - 4\delta} \]  

(21)

\[ M(X'_{\gamma}^2) = \lim_{\delta \to 0} M(X_{\gamma}^2) = \frac{2}{3} \frac{a_3^3 - a_1^3}{2(a_2 - a_1 + b_2 - b_1)} \]  

(22)

Similar expressions hold for \( Y_{\gamma} \) with appropriate modification of the parameters, of course. The expected value of the product:

\[ M(X_{\gamma} \cdot Y_{\gamma}) = 0 \implies M(X'_{\gamma} \cdot Y'_{\gamma}) = 0 \]  

(23)

The correlation coefficient between \( X'_{\gamma} \) and \( Y'_{\gamma} \):

\[ \rho(X'_{\gamma}, Y'_{\gamma}) = \frac{\text{cov}(X'_{\gamma}, Y'_{\gamma})}{\sqrt{\text{var}(X'_{\gamma})} \cdot \sqrt{\text{var}(Y'_{\gamma})}} \]  

(24)

where

\[ \text{cov}(X'_{\gamma}, Y'_{\gamma}) = M(X'_{\gamma} \cdot Y'_{\gamma}) - M(X'_{\gamma}) \cdot M(Y'_{\gamma}) = \frac{-(a_2^2 - a_1^2)(b_2^2 - b_1^2)}{4(a_2 - a_1 + b_2 - b_1)^2} \]  

(25)

\[ \text{var}(X'_{\gamma}) = \frac{4}{3} \left( \frac{a_2^3 - a_1^3}{(a_2 - a_1 + b_2 - b_1)^2} \right) \cdot \frac{(a_2 - a_1 + b_2 - b_1) - (a_2^2 - a_1^2)^2}{4(a_2 - a_1 + b_2 - b_1)^2} \]  

(26)

\[ \text{var}(Y'_{\gamma}) = \frac{4}{3} \left( \frac{b_2^3 - b_1^3}{(a_2 - a_1 + b_2 - b_1)^2} \right) \cdot \frac{(a_2 - a_1 + b_2 - b_1) - (b_2^2 - b_1^2)^2}{4(a_2 - a_1 + b_2 - b_1)^2} \]  

(27)

We prove that the value of the above correlation coefficient always falls between \(-3/5\) and \(3/5\). Let’s consider the case when \( a_2 = 1 \) and \( b_2 = 1 \) (the estimation works quite similarly for the other three cases). We give a lower estimation for the variances using the fact that \(-1 \leq a_1 \leq 0\) and \(-1 \leq b_1 \leq 0\), so we get an upper estimation for the
correlation coefficient. The numerator of $\text{var}(X')$: 

$$
\frac{4}{3} \cdot (1 - a_1^2) \cdot (2 - a_1 - b_1) - (1 - a_1^2)^2
$$

$$
\geq \frac{4}{3} \cdot (1 - a_1^2)^2 \cdot (2 - a_1 - b_1) - (1 - a_1^2)^2
$$

$$
= (1 - a_1^2)^2 \cdot \left[ \frac{4}{3} \cdot (2 - a_1 - b_1) - 1 \right]
$$

$$
\geq (1 - a_1^2)^2 \cdot \left[ \frac{4}{3} \cdot 2 - 1 \right] = (1 - a_1^2)^2 \cdot \frac{5}{3}
$$

Applying this result we get that 

$$
\text{var}(X') \geq \frac{(1 - a_1^2)^2 \cdot \frac{5}{3}}{4(a_2 - a_1 + b_2 - b_1)^2} \quad (32)
$$

So we get the following bounds for the square of the correlation coefficient: 

$$
\rho^2 \leq \frac{(1 - a_1^2)^2(1 - b_1^2)^2}{(1 - a_1^2)^2 \cdot \frac{5}{3} \cdot (1 - b_1^2)^2 \cdot \frac{5}{3}} = \frac{9}{25}
$$

which yields: 

$$
-3/5 \leq \rho \leq 3/5 \quad (34)
$$

These bounds are strict, since 

- if $a_2 = b_2 = 0$ and $a_1 = b_1 = -1$, then $\rho = -3/5$; 
- if $a_2 = b_1 = 0$ and $a_1 = -1$, $b_2 = 1$, then $\rho = 3/5$.

Remember that the possibilistic correlation coefficient was defined as the weighted average of probabilistic correlation coefficients over the $\gamma$ levels. We proved that for every $\gamma$ level set $-3/5 \leq \rho(X_\gamma, Y_\gamma) \leq 3/5$, so these inequality holds for the possibilistic correlation coefficient for any weighting function $f$: 

$$
-3/5 \leq \rho_f(A, B) \leq 3/5 \quad (35)
$$

Our numerical and theoretical investigations done so far led us to a conjecture that the weak $t$-norm has a kind of boundary role here, which is still an open problem: 

**Question 5.1.** Is it true that for any joint possibility distribution defined by a $t$-norm, the possibilistic correlation coefficient falls between $-3/5$ and $3/5$?
Conclusions

We briefly surveyed the developments of probability related $\gamma$-level based possibilistic measures of dependence. This level-based approach gives a useful tool to directly generalize the notions of probability theory to possibilistic variables and it may make a bridge between possibilistic and probabilistic ways of thinking. Although this connection gives us a chance to adopt the results of probability theory, there are still many open questions.

We gave a short general solution to the inverse problem, namely we showed a family of joint possibility distributions to any given value of correlation. We determined the range of possibilistic correlation coefficient when the joint distribution is defined by the weak $t$-norm. Finally, we stated an open problem for the family of $t$-norm defined joint possibility distribution.
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