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Abstract: This paper presents a case study how to apply the recently proposed
TP model transformation technique, that has been introduced for nonlinear state-
feedback control design, to nonlinear observer design. Thestudy is conducted
through an example. This example treats the question of observer design to the pro-
totypical aeroelastic wing section with structural nonlinearity. This type of model
has been traditionally used for the theoretical as well as experimental analysis of
two- dimensional aeroelastic behavior. The model investigated in the paper de-
scribes the nonlinear plunge and pitch motion of a wing, and exhibits complex non-
linear behavior. In preliminary works this prototypical aeroelastic wing section was
stabilized by a state-feedback controller designed via TP model transformation and
linear matrix inequalities. Numerical simulations are used to provide empirical
validation of the resulting observer.

1 Introduction

The main goal of the paper is to study how to apply the TP (Tensor Product) model
transformation to observer design. The motivation of this goal is that the TP model
transformation was proposed under the Parallel Distributed Compensation (PDC)
design framework [1] for nonlinear state feedback controller design [2, 3]. The
TP model transformation is capable of transforming a given time varying (parame-
ter dependent, where the parameters may include state variables) linear state-space
model into time varying convex combination of finite number of linear time in-
variant models. Whether the given model is analytical model or just an outcome
of black box identification (e.g. neural net or fuzzy approximation with Takagi-
Sugeno, Mamdani or Rudas [4, 5] type inference operator) is irrelevant. The result-
ing linear time invariant models can then be readily substituted into Linear Matrix
Inequalities (LMI), available under the PDC design framework, to determine a time
varying (parameter dependent, where the parameters may include state variables)
nonlinear controller according to given control specifications. The whole above
design can be executed numerically by computers and hence the controller can be
determined without analytical derivations in acceptable time. In most cases not all
of the state variables are available, but only some of them. This paper studies how to
apply the result of the TP model transformation to observer design under the PDC
design framework similarly to the controller design. The resulting observer can then
be applied to estimate the unavailable state variables.



The example of this paper is about the observer design to the prototypical aeroelas-
tic wing section. A few papers were printed in last years dealing with the state-
feedback control design of the prototypical aeroelastic wing section via TP model
transformation, for instance see [6, 7, 8]. This paper focuses attention on the ob-
server design to the prototypical aeroelastic wing sectionsince not all of the state
variables of the prototypical aeroelastic wing section areavailable in reality.

2 Nomenclature

This section is devoted to introduce the notations being used in this paper:{a,b, . . .}:
scalar values,{a,b, . . .}: vectors,{A,B, . . .}: matrices,{A ,B , . . .}: tensors.

R
I1×I2×···×IN : vector space of real valued(I1× I2×·· ·× IN)-tensors. Subscript

defines lower order: for example, an element of matrixA at row-column number
i, j is symbolized as(A)i, j = ai, j . Systematically, thei-th column vector ofA is
denoted asai , i.e. A =

[

a1 a2 · · ·
]

. ⋄i, j,n, . . .: are indices.⋄I ,J,N, . . .: index upper
bound: for example:i = 1..I , j = 1..J, n= 1..N or in = 1..In. A(n): n-mode matrix of
tensorA ∈R

I1×I2×···×IN . A ×nU: n-mode matrix-tensor product.A ⊗nUn: multiple
product asA ×1 U1×2 U2×3 ..×N UN. Detailed discussion of tensor notations and
operations is given in [9].

3 Basic concepts

The detailed description of the TP model transformation andPDC design framework
is beyond the scope of this paper and can be found in [1, 2, 3, 6]. In the followings a
few concepts are presented being used in this paper, for moredetails see [1, 2, 3, 6].

3.1 Parameter-varying state-space model

Consider parameter-varying state-space model:

ẋ(t) = A(p(t))x(t)+B(p(t))u(t) (1)

y(t) = C(p(t))x(t)+D(p(t))u(t),

with inputu(t), outputy(t) and state vectorx(t). The system matrix

S(p(t)) =

(

A(p(t)) B(p(t))
C(p(t)) D(p(t))

)

∈ R
O×I (2)

is a parameter-varying object, wherep(t) ∈ Ω is time varyingN−dimensional para-
meter vector, whereΩ = [a1,b1]× [a2,b2]× ..× [aN,bN]⊂R

N is a closed hypercube.
p(t) can also include some (or all) elements ofx(t).



3.2 Convex state-space TP model

Equ. (2) can be approximated for any parameterp(t) as a convex combination of
theR number of LTI system matricesSr , r = 1..R. MatricesSr are also termed as
vertex system matrices. Therefore, one can define weightingfunctionswr(p(t)) ∈
[0,1] ⊂ R such that matrixS(p(t)) belongs to the convex hull ofSr asS(p(t)) =
co{S1,S2, ..,SR}w(p(t)), where vectorw(p(t)) contains the weighting functionswr(p(t))
of the convex combination. The control design methodology,to be applied in this
paper, uses univariate weighting functions. Thus, the explicit form of the convex
combination in terms of tensor product becomes:

(

ẋ(t)
y(t)

)

≈ (3)

(

I1

∑
i1=1

I2

∑
i2=1

..
IN

∑
iN=1

N

∏
n=1

wn,in(pn(t))Si1,i2,..,iN

)

(

x(t)
u(t)

)

.

(3) is termed as TP model in this paper. Functionwn, j(pn(t)) ∈ [0,1] is the j-th
univariate weighting function defined on then-th dimension ofΩ, andpn(t) is the
n-th element of vectorp(t). In (n=1,...,N) is the number of univariate weighting
functions used in then-th dimension of the parameter vectorp(t). The multiple
index (i1, i2, ..., iN) refers to the LTI system corresponding to thein−th weighting
function in then-th dimension. Hence, the number of LTI vertex systemsSi1,i2,..,iN
is obviouslyR= ∏n In. One can rewrite (3) in the concise TP form as:

(

sx(t)
y(t)

)

≈S
N
⊗

n=1
wn(pn(t))

(

x(t)
u(t)

)

, (4)

that is

S(p(t))≈
ε

S
N
⊗

n=1
wn(pn(t)).

Here,ε represents the approximation error, and row vectorwn(pn) ∈ R
In contains

the weighting functionswn,in(pn), the N + 2 -dimensional coefficient tensorS∈
R

I1×I2×···×IN×O×I is constructed from the LTI vertex system matricesSi1,i2,...,iN ∈
R

O×I . The firstN dimensions ofSare assigned to the dimensions ofΩ. The convex
combination of the LTI vertex systems is ensured by the conditions:

Definition 1 The TP model (4) is convex if:

∀n, i, pn(t) : wn,i(pn(t)) ∈ [0,1]; (5)

∀n, pn(t) :
In

∑
i=1

wn,i(pn(t)) = 1. (6)

This simply means thatS(p(t)) is within the convex hull of LTI vertex systems
Si1,i2,..,iN for anyp(t) ∈ Ω.



Remark 1 S(p(t)) has finite TP model representation in many cases (ε = 0 in (4)).
However, one should face that exact finite element TP model representation does
not exist in general (ε > 0 in (4)), see [10, 11]. In this caseε 7→ 0, when the number
of LTI systems involved in the TP model goes to∞. In the present observer design,
the state-space dynamic model of the prototypical aeroelastic wing section can be
exactly represented by a finite convex TP model.

4 Model of the prototypical aeroelastic wing section

In the past few years various studies of aeroelastic systemshave emerged. [12]
presents a detailed background and refers to a number of papers dealing with the
modelling and control of aeroelastic systems. The following provides a brief sum-
mary of this background. [13] and [14] proposed non-linear feedback control method-
ologies for a class of non-linear structural effects of the wing section [15]. Papers
[13, 16, 12] develop a controller, capable of ensuring localasymptotic stability, via
partial feedback linearization. It has been shown that by applying two control sur-
faces global stabilization can be achieved. For instance, global feedback lineariza-
tion technique were introduced for two control actuators inthe work of [12]. TP
model transformation based control design was introduced in [6, 7, 8]. This con-
trol design ensures asymptotic stability with one control surface and is capable of
involving various control specification beyond stability.

4.1 Equations of Motion

In this paper, we consider the problem of flutter suppressionfor the prototypical
aeroelastic wing section as shown in Figure 1. The aerofoil is constrained to have
two degrees of freedom, the plungeh and pitchα. The equations of motion of the
system have been derived in many references (for example, see [17], and [18]), and
can be written as

(

m mxαb
mxαb Ial pha

)(

ḧ
α̈

)

+

(

ch 0
0 cα

)(

ḣ
α̇

)

+ (7)

+

(

kh 0
0 kα(α)

)(

h
α

)

=

(

−L
M

)

,

where

L = ρU2bclα

(

α+
ḣ
U

+

(

1
2
−a

)

b
α̇
U

)

+ρU2bclβ β (8)

M = ρU2b2cmα

(

α+
ḣ
U

+

(

1
2
−a

)

b
α̇
U

)

+ρU2bcmβ β,

and wherexα is the non-dimensional distance between elastic axis and the centre
of mass;m is the mass of the wing;Iα is the mass moment of inertia;b is semi-
chord of the wing, andcα andch respectively are the pitch and plunge structural
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Figure 1: Aeroelastic model

damping coefficients, andkh is the plunge structural spring constant. Traditionally,
there have been many ways to represent the aerodynamic forceL and momentM,
including steady, quasi-steady, unsteady and non-linear aerodynamic models. In this
paper we assume the quasi-steady aerodynamic force and moment, see work [17].
It is assumed thatL andM are accurate for the class of low velocities concerned.
Wind tunnel experiments are carried out in [14]. In the aboveequationρ is the air
density,U is the free stream velocity,clα andcmα respectively, are lift and moment
coefficients per angle of attack, andclβ andcmβ , respectively are lift and moment
coefficients per control surface deflection, anda is non-dimensional distance from
the mid-chord to the elastic axis.β is the control surface deflection.

Several classes of non-linear stiffness contributionskα(α) have been studied in
papers treating the open-loop dynamics of aeroelastic systems [19, 20, 21, 22]. We
now introduce the use of non-linear stiffness termkα(α) as obtained by curve-fitting
on the measured displacement-moment data for non-linear spring as [23]:

kα(α) = 2.82(1−22.1α+1315.5α2 +8580α3 +17289.7α4).

The equations of motion, derived above, exhibit limit cycleoscillation, as well as
other non-linear response regimes including chaotic response [20, 21, 23]. The sys-
tem parameters to be used in this paper are given in the Appendix and are obtained
from experimental models described in full detail in works [12, 23].

With the flow velocityu = 15(m/s) and the initial conditions ofα = 0.1(rad)
andh = 0.01(m), the resulting time response of the non-linear system exhibits limit
cycle oscillation, in good qualitative agreement with the behaviour expected in this
class of systems. Papers [15, 23] have shown the relations between limit cycle
oscillation, magnitudes and initial conditions or flow velocities.

Let the equations (7) and (8) be combined and reformulated into state-space



model form:

x(t) =









x1

x2

x3

x4









=









h
α
ḣ
α̇









and u(t) = β.

Then we have:

ẋ(t) = A(p(t))x(t)+B(p(t))u(t) = S(p(t))

(

x(t)
u(t)

)

, (9)

where

A(p(t)) =









x3

x4

−k1x1− (k2U2 + p(x2))x2−c1x3−c2x4

−k3x1− (k4U2 +q(x2))x2−c3x3−c4x4









B(p(t)) =









0
0

g3U2

g4U2









,

wherep(t) ∈ R
N=2 contains valuesx2 andU . The new variables are given in the

Appendix. One should note that, the equations of motion are also dependent upon
the elastic axis locationa.

5 Observer design

The recently proposed very powerful numerical methods (andassociated theory)
for convex optimizationinvolving Linear Matrix Inequalities (LMI) help us with the
analysis and the design issues of dynamic systems models in acceptable computa-
tional time [24]. One direction of these analysis and designmethods is based on
LMI’s under the PDC design framework [1]. In this paper we apply the TP model
transformation in combination with the PDC based observer design technique to de-
rive viable observer methodologies for the prototypical aeroelastic wing section de-
fined in the previous section. The key idea of the proposed design method is that the
TP model transformation is utilized to represent the model (9) in convex TP model
form with specific characteristics, whereupon PDC controller design techniques can
immediately be executed. The following sections introduces the observer design:

5.1 TP model form of the prototypical aeroelastic wing section

5.1.1 TP model transformation

The goal of the TP model transformation is to transform a given state-space model
(1) into convex TP model [2, 3, 6], in which the LTI systems form a tight convex



hull. Namely, the TP model transformation results in (4) with conditions (5) and
(6), and searches the LTI systems as a points of a tight convexhull of S(p(t)).

The detailed description of the TP model transformation is discussed in [2, 3,
6]. In the followings only the main steps are briefly presented. The TP model
transformation is a numerical method and has three key steps. The first step is the
discreatisation of the givenS(p(t)) via the sampling ofS(p(t)) over a huge number
of points p ∈ Ω, whereΩ is the transformation space. The sampling points are
defined by a dense hyper rectangular grid. In order to loose minimal information
during the discretisation we apply as dense grid as possible. The second step extracts
the LTI vertex systems from the sampled systems. This step isspecialized to find
the minimal number of LTI vertex systems, as the vertex points of the tight convex
hull of the sampled systems. The third step constructs the TPmodel based on the
LTI vertex systems obtained in the second step. It defines thecontinuous weighting
functions to the LTI vertex systems.

5.2 Determination of the convex TP model form of the aeroelas-
tic model

We execute the TP model transformation on the model (9). First of all, according
to the three steps of the TP model transformation, let us define the transformation
spaceΩ. We are interested in the intervalU ∈ [14,25](m/s) and we presume that,
the intervalα ∈ [−0.1,0.1](rad) is sufficiently large enough. Therefore, let:Ω :
[14,25]× [−0.1,0.1] in the present example (note that these intervals can arbitrarily
be defined). Let the grid density be defined asM1×M2, M1 = 100 andM2 = 100.
Step 2 of the TP model transformation yields 6 vertex LTI systems (singular values
are: first dimension: 16808, 1442 and 2; second dimension: 13040 and 7970):

A1,1 = 103









0 0 1 0
0 0 0 1

−0.2314 −0.0095 −0.0034 −0.0001
0.2780 −1.1036 0.0071 −0.0000









B1,1 =









0
0

−8.6
−32.4









A2,1 =









0 0 1 0
0 0 0 1

−231.3804 −46.3063 −4.3776 −0.2573
277.9906 −966.7931 10.6520 0.4104









B2,1 =









0
0

−27.3677
−103.4344









A3,1 = 103









0 0 1 0
0 0 0 1

−0.2314 −0.0227 −0.0039 −0.0002
0.2780 −1.0543 0.0089 0.0002









B3,1 =









0
0

−15.4
−58











A1,2 =









0 0 1 0
0 0 0 1

−231.3804 −16.5786 −3.4333 −0.1425
277.9906 23.0842 7.1447 −0.0157









B1,2 =









0
0

−8.5825
−32.4370









A2,2 =









0 0 1 0
0 0 0 1

−231.3804 −53.4094 −4.3776 −0.2573
277.9906 159.8695 10.6520 0.4104









B2,2 =









0
0

−27.3677
−103.4344









A3,2 =









0 0 1.0000 0
0 0 0 1.0000

−231.3804 −29.8524 −3.9054 −0.1999
277.9906 72.3823 8.8983 0.1974









B3,2 =









0
0

−15.3526
−58.0244









The third step results in weighting functionsw1,i(U) andw2, j(α) depicted in
Figure 2. When we numerically check the error between the model (9) and the
resulting TP model, we find that the error is about 10−11 that is caused by the nu-
merical computation.

In conclusion, the aeroelastic model (9) can be described exactly in finite convex
TP form of 6 vertex LTI models, also see [6]. Note that, one maytry to derive the
weighting functions analytically from (9). The weighting functions ofα can be
extracted fromkα(α). Finding the weighting functions ofU , however, seems to be
rather complicated. In spite of this, the computation of theTP model transformation
takes a few seconds.

6 Observer design to the prototypical aeroelastic wing
section

6.1 Method for observer design under PDC framework

In reality not all the state variables are readily availablein most cases. Unavailable
state variables should be estimated in the case of state-feedback control strategy.
Under these circumstances, the question arises whether it is possible to determine
the state from the system response to some input over some period of time. Namely,
the observer is required to satisfy:

x(t)− x̂(t) → 0 as t → ∞,

wherex̂(t) denotes the state vector estimated by the observer. This condition guar-
anties that the steady-state error betweenx(t) andx̂(t) converges to 0. We use the
following observer structure:

ˆ̇x(t) = A(p(t))x̂(t)+B(p(t))u(t)+K(p(t))(y(t)− ŷ(t))
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Figure 2: Weighting functions on the dimensionsU andα.



ŷ(t) = C(p(t))x̂(t),

That is in TP model form:

ˆ̇x(t) = A ⊗
n

w(pn(t))x̂(t)+B ⊗
n

wn(pn(t))u(t)+ (10)

+K ⊗
n

w(pn(t))(y(t)− ŷ(t))

ŷ(t) = C ⊗
n

w(pn(t))x̂(t).

At this point, we should emphasize that in our example the vector p(t) does
not contain values form the estimated state-vectorx̂(t), sincep1(t) equalsU and
p2(t) equals the pitch angle (x2(t)). These variables are observable. We estimate
only state-valuesx3(t) andx4(t). Consequently, the goal in the present case, is to
determine gains in tensorK for (10). For this goal, the following LMI theorem
can be find in [1]. Before dealing with this LMI theorem, we introduce a simple
indexing technique, in order, to have direct link between the TP model form (4) and
the typical form of LMI formulations:

Method 1 (Index transformation)Let

Sr =

(

Ar Br

Cr Dr

)

= Si1,i2,..,iN ,

where r= ordering(i1, i2, .., iN) (r = 1..R= ∏n In). The function "ordering" results
in the linear index equivalent of an N dimensional array’s index i1, i2, .., iN, when the
size of the array is I1× I2× ..× IN. Let the weighting functions be defined according
to the sequence of r:

wr(p(t)) = ∏
n

wn,in(pn(t)).

Theorem 1 (Globally and asymptotically stable observer )
In order to ensure

x(t)− x̂(t) → 0 as t→ ∞,

in the observer strategy (10), findP > 0 andNr satisfying the following LMI’s.

−AT
r P−PAr +CT

r NT
r +NrCr > 0 (11)

for all r and
−AT

r P−PAr −AT
s P−PAs+ (12)

+CT
r NT

s +NsCr +CT
s NT

r +NrCs > 0.

for r < s≤ R, except the pairs(r,s) such that wr(p(t))ws(p(t)) = 0,∀p(t).



Since the above equations are LMI’s, with respect to variablesP andNr , we can
find a positive definite matrixP and matrixNr or determine that no such matrices
exist. This is a convex feasibility problem. Numerically, this problem can be solved
very efficiently by means of the most powerful tools available in the mathematical
programming literature e.g. MATLAB-LMI toolbox [24].

The observer gains can then be obtained as:

K r = P−1Nr . (13)

Finally, by the help ofr = ordering(i1, i2, .., iN) in Method 1 one can defineK i1,i2,..,iN
from K r obtained in (13) and store into tensorK of (10).

6.2 Observer design to the prototypical aeroelastic wing section

This section applies Theorem 1 to the TP model of the aeroelastic wing section. We
define matrixC for all r from:

y(t) = Cx(t),

that is in present case:

Cr =

(

1 0 0 0
0 1 0 0

)

The LMIs of Theorem 1, applied to the result of the TP model transformation,
are feasible:

N1 = 107









3.2142 0 0 0
0 3.2142 0 0
0 0 3.2142 0
0 0 0 3.2142









N2 = 108









3.3743 0.1523 0.0358 0.0020
0.1523 1.4305 −0.0233 −0.0031
0.0358 −0.0233 0.0196 0.0010
0.0020 −0.0031 0.0010 0.0034









Thus, equ. (13) yields 6 observer feedbacks:

K1,1 =









0.3691 0.6921
−0.0027 0.7410
−46.1240 −21.6020
253.9914 −676.5871









K2,1 =









0.2796 0.9673
0.0664 0.6824

−38.2972 −57.1578
251.2960 −542.4373









K3,1 =









0.3234 0.7934
0.0405 0.7144

−41.9448 −34.5500
249.9595 −628.0852









K1,2 =









0.3449 0.0771
−0.0336 1.2358
−44.0427 −31.0104
264.3622 448.0143











K2,2 =









0.3006 0.3599
0.0197 1.0976

−39.6387 −64.5575
252.4420 585.8035









K3,2 =









0.3169 0.1815
0.0008 1.1785

−41.1822 −43.3241
256.5618 498.5251









.

In conclusion the state valuesx3(t) andx4(t) are estimated by (10) as:

ˆ̇x(t) = A(p(t))x̂(t)+B(p(t))u(t)+
(

3

∑
i=1

2

∑
j=1

w1,i(U)w2, j(α)k i, j

)

(y(t)− ŷ(t)) ,

where

y(t) =

(

x1(t)
x2(t)

)

and ŷ(t) =

(

x̂1(t)
x̂2(t)

)

and p(t) =

(

U
α

)

,

(x1(t) = h, plunge, andx2(t) = α, pitch). In order to demonstrate the accuracy
of the observer, numerical experiments are presented in thenext section.

6.3 Simulation results

We simulate the observer for initialsx(0) =
(

0.01 0.1 0.1 0.1
)T

and

x̂(0) =
(

0 0 0 0
)T

, for the open loop case. Figure 3 shows how the ob-
server is capable of converging to the unmeasurable state values x3(t) and x4(t)
(dashed line is estimated by the observer).

7 Conclusion

The paper presents how to use the TP model transformation method can be used for
observer design in uniform way for controller and observer design. The paper also
shows how to determine observer for the prototypical aeroelastic wing section.

Appendix

System parameters

b = 0.135m; span= 0.6m; kh = 2844.4N/m; ch = 27.43Ns/m; cα = 0.036Ns;
ρ = 1.225kg/m3; clα = 6.28; clβ = 3.358;cmα = (0.5+a)clα ; cmβ = −0.635;m=

12.387kg; xα = −0.3533−a; Iα = 0.065kgm2; cα = 0.036;

System variables

d = m(Iα −mx2
αb2);

k1 = Iαkh
d ; k2 =

Iαρbclα+mxαb3ρcmα
d ;
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Figure 3: State values ofx(t) (solid line) and the estimated values ofx̂(t)
(dashed line) for open loop response. (U = 20m/s, a = −0.4, initials: x(0) =
(

0.01 0.1 0.1 0.1
)T

, x̂(0) =
(

0 0 0 0
)T

)



k3 = −mxαbkh
d ; k4 =

−mxαb2ρclα−mρb2cmα
d ;

p(α) = −mxαb
d kα(α); q(α) = m

d kα(α);
c1(U) =

(

Iα(ch +ρUbclα)+mxαρU3cmα

)

/d;
c2(U) =

(

IαρUb2clα(1
2 −a)−mxαbcα +mxαρUb4cmα(1

2 −a)
)

/d;
c3(U) =

(

−mxαbch−mxαρUb2clα −mρUb2cmα

)

/d;
c4(U) =

(

mcα −mxαρUb3clα(1
2 −a)−mρUb3cmα(1

2 −a)
)

/d;
g3 = (−Iαρbclβ −mxαb3ρcmβ)/d;

g4 = (mxαb2ρclβ +mρb2cmβ)/d;

References
[1] K. Tanaka and H. O. Wang,Fuzzy Control Systems Design and Analysis - A Linear Matrix Inequal-

ity Approach, Hohn Wiley and Sons, Inc., 2001, 2001.

[2] P. Baranyi, D. Tikk, Y. Yam, and R. J. patton, “From differential equations to PDC controller
design via numerical transformation,”Computers in Industry, Elsevier Science, vol. 51, pp. 281–
297, 2003.

[3] P. Baranyi, “TP model transformation as a way to LMI based controller design,”IEEE Transaction
on Industrial Electronics, vol. 51, no. 2, April 2004.

[4] I. J. Rudas and O. Kaynak, “Entropy-based operations on fuzzy sets,”IEEE Transactions on Fuzzy
Systems, vol. 6, 1998.

[5] I. J. Rudas and O. Kaynak, “Minimum and maximum fuzziness generalized operators,”Fuzzy Sets
and Systems, vol. 98, 1998.

[6] P. Baranyi, P. Korondi, R.J. Patton, and H. Hashimoto, “Global asymptotic stabilisation of the
prototypical aeroelastic wing section via tp model transfromation,” Asian Journal of Control, vol.
(to be printed in Vol. 7, No. 2, 2004).

[7] P. Baranyi and R.J. Patton, “A numerical control design method for prototypical aeroelastic wing
section with structural non-linearity,” inEuropean Control Conference (ECC’03), University of
Cambridge, UK, 2003.

[8] P. Baranyi, P. Michekberger, and A.R. Várkonyi-Kóczy, “Numerical control design for aeroelastic
systems,” in2nd Slovakian-Hungarian Joint Symposium on Applied Machine Intelligence (SAMI
2004), Herl’any, Slovakia, 16-17 January, 2004, pp. 43–50.

[9] L. D. Lathauwer, B. D. Moor, and J. Vandewalle, “A multi linear singular value decomposition,”
SIAM Journal on Matrix Analysis and Applications, vol. 21, no. 4, pp. 1253–1278, 2000.

[10] D. Tikk, P. Baranyi, and R.J.Patton, “Polytopic and TS models are nowere dense in the approxi-
mation model space,”IEEE Int. Conf. System Man and Cybernetics (SMC’02), 2002, Proc. on
CD.

[11] D. Tikk, P. Baranyi, R.J. Patton, and J. Tar, “Approximation capability of tp model forms,”Aus-
tralian Journal of Intelligent Information Processing Systems (accepted for publication), 2004.

[12] J. Ko, A. J. Kurdila, and T. W. Strganac, “Nonlinear control of a prototypical wing section with
torsional nonlinearity,”Journal of Guidance, Control, and Dynamics, vol. 20, no. 6, pp. 1181–
1189, November–December 1997.

[13] J. Ko, A. J. Kridula, and T. W. Strganac, “Nonlinear control theory for a class of structural non-
linearities in a prototypical wing section,”Proc. of the 35th AIAA Aerospace Scinece Meeting and
Exhibit, AIAA paper 97-0580, 1997.

[14] J. J. Block and T. W. Strganac, “Applied active control for nonlinear aeroelastic structure,”Journal
of Guidance, Control, and Dynamics, vol. 21, no. 6, pp. 838–845, November–December 1998.

[15] T. O’Neil, H. C. Gilliat, and T. W. Strganac, “Investigatiosn of aeroelsatic response for a system
with continuous structural nonlinearities,”Proc. of the 37th AIAA Structures, Structural Dynamics,
and Matirials Conference, AIAA Paper 96-1390, 1996.



[16] J. Ko, A. J. Kurdila, and T. W. Strganac, “Nonlinear dynamics and control for a structurally non-
linear aeroelastic system,”Proc. of the 38th AIAA Structures, Structural Dynamics, andMatirials
Conference, AIAA Paper 97-1024, 1997.

[17] Y. C. Fung,An Introduction to the Theory of Aeroelasticity, John Wiley and Sons, New York, 1955.

[18] E. H. Dowell (Editor), H. C. Jr. Curtiss, R. H. Scanlan, and F. Sisto,A Modern Course in Aeroelas-
ticity, Stifthoff and Noordhoff, Alpen aan den Rijn, The Netherlands, 1978.

[19] D. M. Tang and E. H. Dowell, “Flutter and stall response of a helicopter blade with structural
nonlinearity,” Journal of Aircraft, vol. 29, pp. 953–960, 1992.

[20] L. C. Zhao and Z. C. Yang, “Chaotic motions of an airfoil with nonlinear stiffness in incompressible
flow,” Journal of Sound and Vibration, vol. 138, no. 2, pp. 245–254, 1990.

[21] E. H. Dowell, “Nonlinear aeroelasticity,”Proc. of the 31th AIAA Structures, Structural Dynamics,
and Matirials Conference, AIAA Paper 97-1024, pp. 1497–1509, 1990.

[22] Z. C. Yang and L. C. Zhao, “Analysis of limit cycle flutter of an airfoil in incompressible flow,”
Journal of Sound and Vibration, vol. 123, no. 1, pp. 1–13, 1988.

[23] T. O’Neil and T. W. Strganac, “An experimental investigation of nonlinear aeroelastic respons,”
AIAA paper 95-1404, proc. 36th AIAA / ASME / ASCE/ AHS / ASC Structures, Structural Dynamics,
and Materials Conference, New Orleans, Lousiana, pp. 2043–2051, 1995.

[24] P. Gahinet, A. Nemirovski, A.J.Laub, and M.Chilali, LMIControl Toolbox, The MathWorks, Inc.,
1995.


